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New possibilities for medical support systems utilizing artificial 
intelligence (AI) and data platforms

Kenji Karako1, Peipei Song2,3,*, Yu Chen1,*, Wei Tang2,3,4

1 Department of Human and Engineered Environmental Studies, Graduate School of Frontier Sciences, The University of Tokyo, Chiba, Japan;
2 National Center for Global Health and Medicine, Tokyo, Japan;
3 National College of Nursing, Japan, Tokyo, Japan;
4 Hepato-Biliary-Pancreatic Surgery Division, Department of Surgery, The University of Tokyo Hospital, Tokyo, Japan.

In recent years, Japan has been promoting "Data-based 
Health Management Initiatives" in preparation for a 
super-aged society (1). Japan has a national health 
insurance system, and in order to maintain that system 
and provide quality medical services to the elderly in an 
aging society with a declining birthrate, it is promoting 
the construction and operation of a database platform 
that can centrally manage not only medical data, which 
has been separately managed by various medical 
facilities, but also beneficial information for public 
health such as nursing care and health information. On 
this platform, citizens can access their own medical 
information, health check-ups, and prescription drug 
information. In addition, with the patient's consent, each 
medical facility can access the patient's past medical 
information, electronic medical records, and images 
from magnetic resonance imaging (MRI) or X-ray 
examinations, allowing medical facilities to better 
cooperate with each other. This centralized electronic 

health record database is similar to Australia's "My 
Health Record" and the United Kingdom's "NHS 
Digital" (2,3). Japan's data platform focuses on the 
management of personal healthcare records (PHRs) 
beyond medical care. The platform will also enable 
integration with external services for PHRs. Another 
major point is that the collected data can be used for 
analysis and research after anonymizing personal 
information. This is expected to lead to prevention, 
measures to combat lifestyle-related diseases, and the 
development of new treatments.

Generic image segmentation models specific to each 
medical imaging device

Deep learning technology, a form of artificial 
intelligence (AI), has made significant advances in 
recent years and is expected to be used in various 
fields. Deep learning models using convolutional neural 

DOI: 10.5582/bst.2023.01138

SUMMARY

Keywords artificial intelligence, healthcare, data platform, medical assistant

In Japan, there is a growing initiative to construct centralized databases and platforms that can 
aggregate and manage a vast range of medical, health, and caregiving data for research and analysis. 
Recent advancements in artificial intelligence (AI), particularly in general-purpose models like the 
Segment Anything model and Chat GPT, promise significant progress towards utilizing such data-rich 
platforms effectively for healthcare. Traditionally, AI has displayed superior performance by learning 
specific images or languages, but now it is advancing towards creating models capable of learning 
universal traits from images and languages by training on extensive datasets. The challenge lies in 
the fact that these general-purpose models are trained on data that does not sufficiently incorporate 
medical information, making their direct application to healthcare difficult. However, the introduction 
of data platforms can potentially solve this problem. This would lead to the development of universally 
applicable models to process medical images and AI assistants that can support both doctors and 
patients. These medical AI assistants can function as a "sub-doctor" with extensive knowledge, 
assisting in comprehensive analysis of symptoms, early detection of rare diseases, and more. They 
can also serve as an intermediary between the doctor and the patient, helping to simplify consultations 
and enhance patient understanding of medical conditions and treatments. By bridging this gap, the AI 
assistant can help to reduce doctors' workload, improve the quality of healthcare, and facilitate early 
detection and prevention in the elderly population.

Editorial
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networks (CNNs) specifically for image processing have 
emerged in the field of image recognition in particular, 
and high-performance models such as VGGNet (4) and 
ResNet (5) have been proposed. These models extract 
visual patterns of objects from images and predict 
the type of object. In addition, object detection and 
segmentation models that mask the area of an object 
in an image, such as Mask R-CNN (6), YOLO (7), and 
U-Net (8), have been proposed. These models are used 
not only to detect typical objects like animals, faces, 
and human bodies, but they are also used in research to 
detect tumors and nodules on images from computed 
tomography (CT) scans (9), MRI scans (10), X-rays 
(11), and ultrasonography (12). These studies anticipate 
that AI models can help prevent doctors from missing 
diagnoses, improving the accuracy of diagnoses. AI 
can serve as an excellent assistant for physicians in 
diagnostic medical imaging. However, creating such 
image diagnostic support models requires a vast amount 
of applicable images from imaging studies, and a model 
needs to be created individually for a given disease. 
This requires significant cost and data collection, which 
is a challenge for AI technology.
 Amid these issues, Meta has released a model for 
segmentation called the Segment Anything model 
(SAM) (13). SAM is a model that can generically detect 
objects by learning about various objects contained in 
about 11 million vast images. Therefore, it can detect 
objects from various images without additional learning. 
The conventional approach has been to collect specific 
images and focus on detecting specific objects, but 
the creation of a general-purpose model using a large 
amount of data represents a new approach. Attempts are 
being made to apply this SAM to medical image data 
(14,15). However, SAM was trained based on images 
obtained in general situations, so its use as it is has 
been difficult. Nonetheless, SAM could be a promising 
model for use in medicine. SAM could be used as a 
foundation and further trained with diagnostic medical 
images obtained from specific examination devices to 
create a general-purpose detection model specifically 
for images obtained with specific devices. Images 
obtained from CT scans, MRI scans, X-rays, and 
ultrasonography each have unique features that differ 
significantly from images taken with normal cameras, 
so a general model could be created as the foundation 
for detecting various diseases without specializing in a 
specific disease. However, a significant issue in creating 
a general-purpose medical model is the collection of 
vast amounts of data. Centralized medical databases 
can be effectively utilized to solve this problem. Images 
obtained from regular health check-ups and screening 
tests for the public, including those with diseases, can 
be collected and managed, and these can be used to 
create a general-purpose model to detect objects and 
diseases in medical images. If such a general-purpose 
model were integrated into a data platform for effective 

use, then AI would be able to automatically examine 
diagnostic images from each patient. As a result, the 
data platform could become not just a place to manage 
data but also a valuable support service for diagnosis of 
disease, thereby providing support to doctors.

Medical health assistants for doctors and patients

Recent developments in AI are not limited to the 
field of image recognition but are also in the field 
of natural language processing. Models that use a 
structure called Attention, such as Transformers (16), 
have become the foundation for BART (17) and GPT 
(18), leading to the creation of large general-purpose 
language models. Chat GPT (19) in particular, which 
appeared in 2022, has attracted a lot of attention, and 
its use in various fields is being researched. These 
language models acquire their capabilities by collecting 
articles published on the Internet and learning from a 
large amount of data. While Chat GPT can carry out 
natural conversations, it does not always output correct 
information. Combining such a large-scale language 
model capable of natural conversation with a medical 
data platform would enable the creation of an assistant 
that supports both doctors and patients. On a centralized 
data platform, information such as patients' symptoms, 
diagnostic information, and results are managed and 
accessible. Training on this large amount of medical 
data would allow the creation of an assistant model that 
supports doctors in their medical practice. The medical 
AI assistant can assist both patients and doctors and 
function as a bridge between patients and doctors.
 For doctors, the medical AI assistant can function as a 
"sub-doctor" with a wide range of knowledge. In medical 
practice, the medical AI assistant can comprehensively 
indicate additional examinations that should be 
performed and symptoms that should be checked based 
on patients' symptoms, thereby preventing doctors from 
overlooking them. Moreover, the medical AI assistant 
has learned a wide range of information, so it can 
provide information even on rare diseases and diseases 
in fields where the doctor is not a specialist, allowing the 
identification of early signs of disease in general clinical 
settings and suggesting more detailed examinations.
 Patients can benefit in various ways by accessing 
the medical AI assistant from the data platform. For 
example, they could tell the medical AI assistant about 
their own physical ailment and find out what the early 
signs of disease are, what measures they need to take, 
and whether they need to go to a medical facility. In 
addition, recording and sharing personal health records 
such as daily food intake, lifestyle habits, and heart 
rate with the data platform and the medical AI assistant 
will reduce the effort of recording data and also enable 
the medical AI assistant to provide early notification 
if any abnormalities are found and to suggest lifestyle 
modifications. This helps in preventing disease and 
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detecting it early.
 Moreover, the medical AI assistant not only supports 
doctors and patients but also serves as a bridge between 
the two. For example, the medical AI assistant may 
be able to substitute for the doctor during a patient 
interview. Patients can consult the medical AI assistant 
about their symptoms in advance, and having the 
medical AI assistant ask them pertinent information 
would simplify interaction between the doctor and the 
patient and save time. Conversely, patients can ask the 
medical AI assistant about a disease diagnosed by a 
doctor, examinations, and surgery to better understand 
their condition. This could help to reduce the burden 
on doctors in a super-aged society with a decreasing 
working population while providing higher quality care 
and contributing to early detection and prevention.
 In summary, Japan is making progress in building 
databases and platforms that can collect and manage 
medical, care, and health data for use in research and 
data analysis. Such a platform, capable of centrally 
managing a vast amount of data, can be expected to 
serve as a venue for developing and effectively utilizing 
general-purpose models such as SAM and Chat GPT 
for medical purposes. Thus far, AI has performed well 
by learning specific images and languages, but models 
that learn universal features of images and languages 
are becoming feasible through the use of a vast amount 
of data for extensive learning. However, these general-
purpose models are learning from training data that 
does not contain sufficient medical data, so their direct 
use in medicine would be difficult. With the advent of 
data platforms, however, the hope is that these issues 
can be resolved and that the creation of a universal 
model to process medical images and an AI assistant 
that supports both doctors and patients will become 
possible.
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Advances in deep learning: From diagnosis to treatment

Tianqi Huang1, Longfei Ma1, Boyu Zhang2, Hongen Liao1,*

1 Department of Biomedical Engineering, School of Medicine, Tsinghua University, Beijing, China;
2 Research Center for Industries of the Future, and Key Laboratory of 3D Micro/Nano Fabrication and Characterization of Zhejiang Province, School 

of Engineering, Westlake University, Hangzhou, Zhejiang, China.

Deep learning (DL) is a novel research direction in 
the field of machine learning. Deep learning involves 
inputting raw data into a machine, which then develops the 
representations required for pattern recognition through 
multiple network layers. By combining these multilayer 
neural networks, computers can learn highly complex 
functions to perform tasks (1). DL methods have achieved 
significant success in various medical imaging tasks (2) 
and medical natural language processing (NLP) tasks 
(3). In medical image analysis, deep learning methods 
such as R-CNN and U-Net have achieved physician-level 
accuracy in various diagnostic tasks, including detection 
of diabetic retinopathy, classification of liver lesions on 
CT, detection of breast lesions on X-rays, assessment of 
hepatic diseases on ultrasound, and analysis of the spine 
on MRI (4,5). In these tasks, deep learning technologies 
can assist physicians with diagnosis by providing 
second opinions and annotating regions in images. For 
medical NLP tasks, deep learning methods have been 
used to support various applications, such as electronic 
health records and clinical voice assistants. Recurrent 

neural networks, for instance, can model the time series 
of structured events cited in patient records to predict 
future clinical events (6). Automatic speech recognition 
technology can convert patient-doctor conversations into 
transcribed text records and clinical voice assistants can be 
developed to accurately record patient visits (7).

Technological advancements in medical foundation 
models

Previous research on deep learning has primarily focused 
on low-level tasks in image processing and NLP, such as 
segmentation of medical images, identification of lesion 
features, classification of disease, and semantic analysis 
of medical information. Advancements in deep learning 
technology have enabled these methods to achieve the 
accuracy level of professional physicians in these low-
level tasks. These deep learning methods can effectively 
assist physicians in their work by reducing the time spent 
on repetitive labor in these tasks and improving medical 
efficiency.
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Deep learning has brought about a revolution in the field of medical diagnosis and treatment. The 
use of deep learning in healthcare has grown exponentially in recent years, achieving physician-level 
accuracy in various diagnostic tasks and supporting applications such as electronic health records and 
clinical voice assistants. The emergence of medical foundation models, as a new approach to deep 
learning, has greatly improved the reasoning ability of machines. Characterized by large training 
datasets, context awareness, and multi-domain applications, medical foundation models can integrate 
various forms of medical data to provide user-friendly outputs based on a patien's information. 
Medical foundation models have the potential to integrate current diagnostic and treatment systems, 
providing the ability to understand multi-modal diagnostic information and real-time reasoning ability 
in complex surgical scenarios. Future research on foundation model-based deep learning methods will 
focus more on the collaboration between physicians and machines. On the one hand, developing new 
deep learning methods will reduce the repetitive labor of physicians and compensate for shortcomings 
in their diagnostic and treatment capabilities. On the other hand, physicians need to embrace new deep 
learning technologies, comprehend the principles and technical risks of deep learning methods, and 
master the procedures for integrating them into clinical practice. Ultimately, the integration of artificial 
intelligence analysis with human decision-making will facilitate accurate personalized medical care 
and enhance the efficiency of physicians.
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 In recent years, research on foundation models 
has brought new breakthroughs. The characteristics of 
foundation models include large training datasets, context 
awareness, multi-domain applications, and the ability to 
perform more advanced tasks by integrating information 
and performing reasoning (8). In the medical field, 
ChatGPT has approached the passing threshold for the 
United States Medical Licensing Examination without any 
specialized training, demonstrating its potential in medical 
diagnosis and clinical decision support (9).

How can medical foundation models benefit 
treatment?

Medical foundation models possess significant value 
due to their exceptional reasoning ability, enabling the 
transition from low-level to high-level tasks. Compared 
to current deep learning methods, medical foundation 
models have the potential to perform more diverse and 
challenging tasks. Current foundation models, such as 
GPT-4, are now capable of comprehending multiple 
forms of information, including language and images 
(10). Future research can utilize diverse and extensive 
datasets to enable medical foundational models to 
flexibly integrate various forms of medical data, 
including medical images, electronic health records, 
genomics, charts, and medical texts. These models can 
provide user-friendly outputs based on multiple forms 
of patient information, such as diagnostic suggestions 
or image annotations. By utilizing these capabilities, 
medical professionals can make more informed decisions 
and provide better care to patients.
 Within treatment scenarios, deep learning technology 
is primarily used for surgical planning and decision-
making. However, there is a growing interest in automated 
operations by surgical robots. The autonomous operation 
of robots during surgery using deep learning presents 
a challenging yet promising direction. Reinforcement 
learning methods in particular have shown potential 
in enabling robots to autonomously perform simple 
surgical tasks (11,12). However, more complex surgical 
scenarios necessitate more complex reasoning ability 
so that robot operations can be modified based on 
intraoperative diagnostic information. Researchers 
have developed various surgical devices to integrate 
diagnosis and treatment (13,14). Medical foundation 
model technology can provide such devices with the 
capabilities to effectively analyze medical information 
and perform diagnostic decision-making. Integrating 
different diagnostic modes and various forms of medical 
information in medical foundation models can ensure 
reliable, timely, and intelligent diagnostic conclusions, 
thereby improving the efficiency and quality of treatment.

Collaboration between physicians and machines

Currently, research on foundation models in the medical 

field is still in its early stages. However, we believe that 
these models have great potential for future applications. 
With advancements in technology and computing 
power, the performance of foundation models, including 
their understanding of information and task accuracy, 
will continue to improve. Ultimately, creating a fully 
autonomous diagnosis and treatment system that 
only requires patients to lie down on the machine for 
automatic diagnosis and accurate treatment may be 
possible. At this stage of research, however, autonomous 
robot systems that can be used in clinical practice 
without the involvement of physicians is still a challenge. 
The primary reasons for this include: 1). the complexity 
of medical data, which are often unstructured, in multiple 
forms, and individualized; 2). the non-repeatability and 
safety requirements of medical procedures; and 3. the 
diagnosis and treatment of diseases involves social and 
humanistic factors that machines alone cannot fully 
incorporate.
 Researchers should prioritize enhancing physicians' 
diagnostic and treatment capabilities and reducing 
physicians' repetitive labor through deep learning 
technology, rather than replacing them. The development 
of deep learning technology should aim to address 
the inadequacies of human skills by assisting with 
diagnosis and treatment. At the same time, physicians 
must embrace artificial intelligence and deep learning 
technology, as they have with other tools such as medical 
imaging and computer-assisted surgical navigation 
over the past few decades. To do so, they must 
comprehend the principles and technical risks of deep 
learning methods and they must master the procedures 
for integrating them into clinical practice. Only then 
can they adapt to the development of deep learning 
technologies in this era, maintain their independence 
amidst technological progress, and promote personalized 
healthcare. Ultimately, the integration of artificial 
intelligence analysis with human decision-making will 
facilitate accurate personalized medical care and enhance 
the efficiency of physicians.
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1. Introduction

Augmented Reality (AR) is a relatively new technical 
field that promotes the integration of real-world and 
virtual-world information by simulation on the basis 
of computer science (1). It can superimpose virtual 
content which mainly are 3-dimensional models in the 
real world and can be captured by human senses in the 
whole process, so as to achieve a sensory experience 
beyond reality. As opposed to showing the content 
simply, the objects generated by the AR system could 
obey the physical rules like casting the shadow and the 
perspective. The real environment and virtual objects 
coexist in the same space more naturally, which allows 
users to complete human-computer interaction.
 AR is an important branch of Extended Reality 
(XR).  XR is  human-oriented and emphasizes 
Human-Computer Interaction (HCI). Depending on 
how virtual and reality are combined, XR can be 
further divided into Augment Reality (AR), Virtual 
Reality (VR), and Mixed Reality (MR) (2). AR is a 
combination of real-time models and actual occasions, 

which strengthens interaction and perception and 
could be seen as a complement to human information 
acquisition. While VR would create a new three-
dimensional space that simulates all human feelings. 
It has three characteristics (3Rs), namely, Real-time 
rendering, Real space, and Real interaction. The main 
difference between AR and VR could be summarized 
simply as whether an unreal scene is established 
to replace the real environment. MR is more like a 
bridge to connect the real and the unreal. But unlike 
the AR would respect the objective existence, the MR 
would modify some components of the real scene to 
emphasize some specific information resource of the 
real world.
 Although AR, VR, and MR are dis t inct  in 
defini t ion,  methodology,  and f inal  effect ,  a l l 
these visualization technologies bring significant 
innovations to medicine. Especially for the surgery, 
XR has a series of attempts to achieve inspirational 
consequences. In a large-scale meta-analysis, Zhang J 
et al. included one hundred and sixty-eight studies and 
summarized the present status of the application of 
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SUMMARY
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Augmented Reality (AR) is one of the main forms of Extended Reality (XR) application in surgery. 
hepato-pancreato-biliary (HPB) surgeons could benefit from AR as an efficient tool for making 
surgical plans, providing intraoperative navigation, and enhancing surgical skills. The introduction 
of AR to HPB surgery is less than 30 years but brings profound influence. From the early days of 
projecting liver models on patients' surfaces for locating a better puncture point to today's assisting 
surgeons to perform live donor liver transplantation, a series of successful clinical practices have 
proved that AR can play a constructive role in HPB surgery and has great potential. Thus far, AR has 
been shown to increase efficiency and safety in surgical resection, and, at the same time, can improve 
oncological outcomes and reduce surgical risk. Although AR has presented admitted advantages in 
surgery, AR's application is still immature as an emerging technique and needs more exploration. In 
this paper, we reviewed the principles of AR and its developing history in HPB surgery, describing its 
significant practical applications over the past 30 years. Reviewing the past attempts of AR in HPB 
surgery could make HPB surgeons a better understanding of future surgery and the digital trends in 
medicine. The routine uses of AR in HPB surgery, as an indication of the operating room entering the 
new era, is coming soon.

Review
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the XR to surgery (3). Among these research, thirty-
one studies used XR as a tool for making surgical 
plans beforehand and had been proven to have a great 
advantage in identifying anatomical structures in 
advance. Meantime, forty-nine studies applied AR to 
surgery to test its safety and effect. The result showed 
the participation of AR could help the surgeon to 
avoid unintentional damage. And another interesting 
figure is that eleven studies found VR could release 
post-surgery pain reducing their need for analgesics. 
The rest of the studies focused on surgical skills 
training and medical education. By and large, AR 
has a wider range of utilization in the surgery itself 
compared to VR and MR. So, this literature review 
will focus on the exploration and attempts of AR in 
hepato-pancreato-biliary (HPB) surgery. 
 HPB surgery is one of the most complicated 
portions of abdominal surgery. Abundant blood supply 
increased the risk of haemorrhage. Complicated 
anatomical structures and variations also led to the 
uncertainty of the surgical treatment. So, the mortality 
and post-surgery complications rate of HPB surgery 
were high in the past. However, with the application 
of lots of new inventions like fluorescence-guided 
technology, venovenous bypass, intraoperative 
ultrasonic monitoring, and so forth, HPB surgery has 
made great strides (4-6). New technology allowed 
surgeons to explore many exclusion zones which 
were hard to imagine before. With accumulating 
experience and technological improvement, from 
living donor liver transplantation to laparoscopic 
pancreatoduodenectomy, surgical technology has no 
big challenge for HPB surgeons anymore (7,8). But 
in recent years, the development of HPB surgery 
seems to hit a bottleneck. The lack of innovation, 
contentment with the status quo, and the dearth 
of groundbreaking technology advancements are 
troubling HPB surgeons (9). In a word, the HPB 
surgery appeals to new elicitation. This is why the 
academic community of surgery was so excited when 
AI appeared. Surgeries require high-level observative 
ability and deciding ability according to actual intra-
operation conditions. And AR is more suitable to deal 
with such an intricate task based on fact. Hence the 
AR is no doubt to be the linchpin to thrust further 
progress in surgery (10).

2. Technical Path for Augmented Reality

The term Augment Reality was first proposed by staff 
Tom Caudell and David Mizell of Boeing Co. in 1990 
to describe the process of adding virtual elements made 
by the computer to the real world (11). Meantime, they 
also gave a detailed depiction of the features of AR: 
fewer rendering elements and higher requirements 
for registration. But it was not a new invention at that 
time. In fact, the history of AR is much longer than the 

proposal of the AR concept. The first AR system could 
be traced back to 1968. Ivan Sutherland, the Turing 
Award winner from Harvard University, developed a 
head-mounted display that was named after the Sword 
of Damokles and was considered to be the prototype of 
later AR (12). The system used an optical perspective 
head-mounted display with two trackers, one mechanical 
and the other ultrasonic. Due to the limited processing 
power of computers at that time, this system was hung 
on the ceiling above the user's head and was able to 
convert simple wireframed images into 3D images by a 
connecting rod to a helmet.
 A typical AR system consists of a virtual scene 
generation unit, displays, and interactive devices (13). 
Among them, the virtual scene generation unit is 
responsible for modeling, adjusting, and managing the 
virtual objects; the display presents the signal after the 
fusion of virtual and reality; and the interactive devices 
realize the input and output of sensory signals and 
environmental control operation signals. The whole 
working flow is modular and cooperative (Figure 1).
 In the whole process,  there are three core 
technologies that are crucial for AR: three-dimensional 
(3D) registration, fused signal display, and real-time 
computer-human interaction.

2.1. Three-dimensional registration

The 3D registration technique is the core of AR, which 
involves accurately placing the rendering of virtual 
objects or special effects, thereby ensuring mapping 
consistency (14). The mainstream of 3D registration has 
3 methods

2.1.1. The method based on computer vision

Computer vision depends on images caught by cameras. 
The core algorithm is divided into 2 ways: marker 
tracking and natural feature tracking. These detective 
points will be recognized and re-located in a new 
coordinate system so that rendering models could be 
placed in proper 3D locations and be reflected on the 
screen. This method produces exquisite scenes and needs 
less equipment but requires high-performance central 
processors and complicated computation. Prolonged 
processing time impedes its dexterity.

2.1.2. The method based on hardware

The method based on hardware collects information 
from sensors. This method has a better performance in 
transferring between the actual and virtual coordinate 
systems owing to the sensors' relatively fixed position. 
But it is also bedeviled by equipment accuracy and 
environmental intervention limiting its wider utilization.

2.1.3. Mixed Method
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very high frequency according to the eye movement. 
Every frame needs attention on the light and shadow, 
distance and perspective to keep the users' optical 
coherence. According to the location of the equipment, 
all displays could be classified: the head-mounted-
based display (e.g., AR glasses), window-based display 
(e.g., smartphone, tablet computer), and projection-
based display (15,16).

2.2.1. The head-mounted-based display 

The Head-Mounted Display (HMD) has a good function 
of information immersion, especially for wireless 
ones (17). It can enhance the user's sensory experience 
and free the user's hands. Besides, it also allows 
head movements to be tracked momently for better 

The combination of both could increase calculating 
efficiency and scene quality at the same time. Many 
researchers devoted themselves to this kind of 
combination. However, good compatibility is challenging 
to achieve, especially when there is a difference between 
the camera and sensors. Consequently, it may lead to 
mistakes or conflicts.

2.2. Display technique

The essence of the display technique is visional 
representation. After registration, the position of 
the fused signal has been decided. So, the occlusion 
relationship between virtual models and real things is 
clear. But the experience process of AR is successive 
which means the display device has to be adjusted at a 

Figure 1. Augmented reality working flow chart. First, the video of the real scene is collected by the camera or sensor (Image input equipment), 
which is transmitted to the AR's processing unit for analysis (Computing and storage equipment). Then, combined with the data from the tracking 
device (Tracking technique) realizing the alignment of the coordinate system. The virtual model would appear to proper position, this step is key for 
the fusion calculation of the virtual and real scene (Image fusion technique). At the same time, the interactive device collects external control signals 
(User interaction technique). Last, the fused information will be displayed on the monitor in real-time (Display technique), namely the human field of 
vision.
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registration, which makes it possible to offset delays in 
signal transmitting and processing. But when moving 
the head quickly, the stability of the image is hard to be 
kept. This is intolerant when the AR is dealing with an 
emergency medical situation and may lead to disastrous 
results.

2.2.2. The window-based display

The AR window, including the screens of portable and 
fixed devices, is ubiquitous in modern life. Portable 
devices like smart mobile phones and tablet computers 
are easy to be carried with users and could be better at 
protecting privacy while fixed devices like public screens 
could realize teamwork based on the same vision. In 
medicine, a good application is that the tumor model 
could be projected to the screen of the thoracoscope 
according to the CT or MRI scan before the surgery, 
which is beneficial for delineating the area of excision 
for the thoracic surgical team and reducing the loss of 
normal tissue (18). However, the disadvantages are also 
obvious: lack of immersed feeling, lower rendering 
quality, and registration degree.

2.2.3. The projection-based display

Projection device could realize a large-scale scene 
presentation (19). It avoids a single focus; hence, it is 
more suitable when AR is applied to a large number 
of users at the same time. But if more interaction is 
needed, it will give rise to mass calculation weakening 
the user's experience. In addition, it is also easy to be 
interfered with by environmental factors like sunlight 
and noise.

2.3. Human-computer interaction

H u m a n - c o m p u t e r  i n t e r a c t i o n  ( H C I )  i s  a 
multidisciplinary field of study focusing on the design 
of computer technology and, in particular, command 
input. It is based on reciprocal communication between 
users and one or several components of computer-
generated environments. HCI has two principal 
features: the user can control the viewpoint in the AR 
on six degrees of freedom (Navigation) and can interact 
with objects within the AR (interaction) (20). 
 HCI helps virtual models to be better presented 
after adjusting by users discretionarily. In some cases, 
HCI could also do some difficult missions like working 
as a surgical assistant by using mechanical arms 
(21). From traditional mice and keyboards to motion 
tracking (e.g., partial/full body, gesture), haptics (e.g., 
force feedback), gaze tracking, and voice command, 
interactive technology becomes more variable. These 
emerging interactive modes fitting for the no-touch 
principle are particularly valuable for surgeries that 
require aseptic principles and facilitate the development 

of AR dramatically in surgical fields (22).

3. Application of AR in HPB surgery

Since the millennium, the concept of AR-aiding surgery 
has been wildly applied to clinical practices by more 
HPB surgeons, with three main applications emerging 
(23): 1 real-time intraoperative navigation, 2 preoperative 
simulations, and 3 surgical skills training. In addition, 
AR could also be used in nursing, anesthesia, and 
intensive care during the perioperative period (24-26). 
In fact, AR has permeated almost every part of surgery 
and has been transforming the traditional HPB surgical 
pattern fundamentally (27). 

3.1. Real-time intraoperative navigation

The surgical navigation system refers to the organic 
combination of modern imaging technology, stereotactic 
technology, artificial intelligence, and surgeons (28). It 
makes adequate use of preoperative scan information 
and intraoperative findings to enable surgeons to 
deliver safe, precise, and minimally invasive surgical 
treatment. 
 In 1988, Marsescaux et al. first introduced the 
3D concept to HPB, at that time 3D visualization 
was adopted to learn the complex liver anatomy and 
simulate simple liver cancer resection (29). Their 
unprecedented achievement was regarded as a major 
revolution in surgical practice at that time (30). But their 
attempt was limited since their visualization system 
only used data from the French National Library of 
Medicine instead of from real clinical data. One of the 
pioneers who adopted AR for HPB surgery navigation 
was Nobuhiko Hata. In 2004, his team developed an 
AR system called "Projected Augmented Reality" for 
liver surgery, which could project a 3D model of the 
patient's liver with a real tumor on the surface of the 
patient during microwave thermocoagulation, allowing 
surgeons to see real liver in surgery (31). After testing, 
this AR system's average registration accuracy reached 
1.13 mm improving the safety of liver puncture. After 
that, Stüdeli et al. developed another AR system 
to improve accuracy in needle placement during 
percutaneous radio-frequency ablation of liver tumors 
also achieving an ideal result (32). These successful 
attempts made more people see a promising future of 
surgery aided by AR and promoted further application 
of AR to more complicated HPB surgery.
 Then in 2009, Sugimoto et al. projected a virtual 
cholangiogram on the abdominal wall in laparoscopic 
cholecystectomy and highlighted hidden bile duct 
structures improving the surgery safety (33). Though 
this approach was only used in three cases, this was 
the first time that AR had been used in biliary surgery 
indicating that AR had officially entered the application 
stage in HPB surgery. However, such projection-based 
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AR's disadvantages were obvious: non-real-time, no 
interaction, and visual challenge for strong colors.
 In order to achieve a true intraoperative AR, between 
2005-2010, researchers explored and developed many 
new technologies. Hansen et al. presented new methods 
for intraoperative display of vascular structures in liver 
surgery reducing the visual complexity of vascular 
structures, and accentuating spatial relations among 
main branches (34). Shekhar et al. developed a live 
AR navigation system for laparoscopic surgery using 
continuous low-dose volumetric computed tomography 
(CT) and tested its stability through experiments 
upon pigs (35). Furthermore, Konishi et al. developed 
another navigation system based on intraoperative 
ultrasound (IOUS) that achieved AR registration in 
real-time and avoided extra radiation exposure (36). 
This system could finish scanning liver tumor mimics 
of pigs in 30 seconds and generate the 3D models in 3 
minutes on the screen of the laparoscope. Meantime, 
Gavaghan et al. focused on developing a navigation 
system for open liver surgery by image overlay 
projection (37). Their extraordinary efforts laid firm 
ground for the application of AR to the complex HPB 
surgeries performed on real patients (38).
 In 2013, Okamoto et al. applied AR to perform 
laparotomy for a patient with benign biliary stricture, a 
patient with gallbladder carcinoma, and a patient with 
hepatocellular carcinoma (HCC) (39). The operative 
procedures consisted of choledocho-jejunostomy, right 
hepatectomy, and microwave coagulation. The site 
of the tumor, preserved organs and resection aspect 
overlaid onto the operation field images observed by 
the monitors enriching the surgeons' perception. In the 
same year, Marzano et al. applied AR to a pancreatico-
duodenectomy: the dissection of the superior mesenteric 
artery, and the hanging maneuver was performed under 
AR guidance along the hanging plane (40). A specific 
technician manually registered virtual and real images 
in real time aside. In this 360-minute surgery, AR 
recognized all the important vascular structures at high 
precision. The surgeries mentioned above were all the 
most difficult surgeries in abdominal surgery and AR 
achieved ideal effects in all of them. After then, AR 
began to flourish in HPB surgery.
 In 2014, Kenngott et al. realized real-time image 
guidance in laparoscopic liver surgery firstly (41). After 
that, Katic et al. added human-computer interaction to 
the AR system for laparoscopic HPB surgery to filter 
unnecessary information display (42). One year later, 
Pessaux et al. first combined AR with robotic surgery 
to perform hepatic segmentectomy (43,44). The same 
year, Okamoto et al. performed pancreatectomy in five 
cases using AR-based navigation (45). Later, whether 
it is hilar cholangiocarcinoma resection, removal of 
foreign body in the pancreas, or living donor liver 
transplantation, AR played an increasingly complex 
role, and its application was becoming more mature 

(46-48). Up to now, it can be said that HPB has no 
restricted area for AR anymore (49).

3.2. Preoperative simulation

As early as 1998, the concept that AR could assist 
hepatic and endoscopic surgery was proposed by 
researchers (29,50). Driven by this pioneering concept, 
in 2003, Bornik et al. developed a system for liver 
surgery planning that enables physicians to visualize 
and refine segmented input liver data sets, as well as 
to simulate and evaluate different resections plans 
(51). The system supported surgeons in finding the 
optimal treatment strategy for each patient and was 
the first time that AR was applied to make a specific 
HPB surgical plan. In 2004, Reitinger et al. designed 
an AR-based system to make surgical plans for liver 
cancer patients (52). This system could provide precise 
position relations between the tumor and portal vein 
tree. They deemed that measurements based on 2D 
cross-sectional images were inaccurate while 3D 
visualization could provide more information enhancing 
the operational flexibility. Next, Scheuering et al. 
developed a more thorough system which consists of 
two parts: a preoperative planning tool for liver surgery 
and an intraoperative real-time visualization component 
(51). The planning tool took into account the individual 
anatomy of the intrahepatic vessels, determined the 
vascular territories, and provided methods for fast 
segmentation of the liver parenchyma, the intrahepatic 
vessels, and liver lesions. Their practical evaluation 
had shown a good acceptance of this system for HPB 
surgeons. Except for Open surgery and laparoscopic 
surgery,  AR was also applied to ablat ion and 
interventional operation plan (53,54).
 AR's comprehensive application in preoperative plans 
is not limited to make treatment strategy. AR could be 
also used to correct established surgical plans. Bornik et 
al. developed an AR-based liver segmentation refinement 
tool that aids doctors to correct inaccurate segmentations 
efficiently in true 3D using head-mounted displays and 
tracked input devices. This is of great significance for 
the delineation of the scope of anatomical hepatectomy 
because it is non-invasion and provides information 
beforehand so surgeons could make pointed surgical 
plans than depending on experience only. In addition, 
AR was also found to have advantages in detecting 
abdominal vascular variations which were hard to be 
reported by CT scan and CT-angiography.
 Surgical planning has so far been led by the surgeon, 
and AR's role has been to provide information and 
simulation. But as AR advances, finally, surgeons may be 
from surgical procedure designers to approvers (55).

3.3. Surgical skills training

The number of patients who have undergone laparoscopic 
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HPB surgery has been increasing in the last 20 years. But 
unlike open surgery, the surgical skills of laparoscope 
were very hard to be practiced. Lack of sense of reality 
and detachment from clinical fact have always been two 
main learning obstacles troubling young HPB surgeons 
(56). After researchers had successfully applied of AR to 
anatomy education, more effort was made to develop an 
AR-based surgery simulation system. In 2011, Strickland 
developed an ex vivo simulated training model for 
laparoscopic liver resection (57). Then in 2015, Nomura 
et al. developed a VR-based training system and AR-
based assessing system for laparoscopic cholecystectomy 
(58). The result showed medical students could improve 
their laparoscopic skills with such a form of simulator.
 In addition, AR was also applied to learn complex 
anatomy of HPB. Viglialoro et al. used a well-
design AR to teach the concept of Calot's triangle in 
laparoscopic cholecystectomy and the key points of 
isolation (59). According to the result, they believe that 
AR was an effective tool to learn organs with invisible 
vessel structure anatomy. Furthermore, Schott et al. 
appraised the effect of a VR/AR environment on multi-
user liver anatomy education (60). The result showed 
that their prototype was usable, induced presence, and 
potentially supported the teaching of liver anatomy 
and surgery in the future. Interestingly, the objects who 
benefit from AR's education could also be the patients. 
Andolfi et al. made a 3D digital cancer model of the 
head of the pancreas for resident training and then 3D 

printed the model to carry on patient education for 
biliary obstruction (61). All these attempts expand the 
application field of AR and are good for cultivating new-
generation HPB surgeons.

4. Conclusion and Outlook

AR technology applied in the clinical diagnosis and 
treatment of auxiliary has a unique advantage. The 
precision and safety of the AR have been testified widely. 
AR technology, especially for computer-combined 
navigation, has become a trend of medical development 
in the future (62). In 2022, the Food and Drug 
Administration (FDA) approved the first AI-driven AR 
guidance system called HOLO Portal for spinal surgery, 
marking the official health agency's recognition of AR-
mediated surgery. Unfortunately, so far, AR products 
specifically suitable for HPB surgery have not yet come 
out, leaving a huge gap. 
 In the past 30 years, more than 3,000 pieces of 
literature about AR's application in surgery have been 
published, and the top three areas are neurosurgery, liver 
surgery, and orthopedic surgery accordingly. Obviously, 
HPB is undoubtedly to be the hottest spot in AR-assisted 
surgery research. In recent related 300 articles and 
reports, high-frequency keywords were analyzed (Figure 
2), showing that HPB surgeons pay more attention to 
AR's registration and application in liver, image-guided, 
laparoscopic surgery. 

Figure 2. Net map of related literature keywords of AR application in HPB surgery.
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 After proving that AR was safe for HPB surgical 
use, many researchers began to compare its effect 
with traditional surgical patterns. In 2017, Diana et 
al. prospectively evaluated the identifying precision 
of the bile duct using AR-VR navigation and X-ray-
based intraoperative cholangiography during robotic 
cholecystectomy for 58 patients. Ultimately, AR-VR 
enabled the identification of 12 anatomical variants in 8 
patients, of which only 7 could be correctly reported by 
the radiologists (63). This showed that AR is a powerful 
complement to the surgeon's visual observation. In 
2018, Cheung et al. compared the surgical effect 
between laparoscopic hepatectomy guided by AR and 
Indocyanine Green (ICG) fluorescence imaging and open 
hepatectomy for HCC (64). In 2023, Zhu et al. also made 
a similar effect comparison of hepatectomy for centrally 
located HCC guided by AR or not (65). Although all 
these studies' results were positive, it's still limited so far. 
High-level multicenter prospective control experiments 
are necessary to further evaluate the effectiveness and 
safety of AR in HPB surgery.
 Combined with its own development trends, the 
hybridization of AR and other disciplines or technologies 
is also worthy of expecting:
 i) Artificial intelligence is the star field of computer 
science in recent years. A typical example is the Chat 
Generative Pre-trained Transformer (ChatGPT) dialogue 
program developed by Open-AI Ltd. In addition to 
language models, machine learning can also help train 
AR systems. For the technical barriers that limit the 
wide application of AR in the field of surgery: action 
prediction and simulated elastic deformation of organs, 
machine learning will greatly reduce the threshold for 
using AR.
 i i )  5th Generat ion Mobile  Communicat ion 
Technology (5G) makes short-term high-throughput 
information transmission possible. In fact, telemedicine 
that relies on 5G networks is promoting the sinking 
of top medical resources. The 5G network can greatly 
reduce the signal delay caused by huge calculations. 
In fact, many remote robotic surgeries have been used 
in medical practice. AR can better allow surgeons who 
are thousands of miles away to understand the details 
of the surgery. If it can be combined with more difficult 
tactile simulation, AR surgery will completely break the 
geographical restrictions of doctors and benefit more 
patients.
 iii) 3D holographic projection also gives AR more 
possibilities. Scopis Ltd. uses a head-mounted display 
called HoloLens to project AR holographic images 
directly onto patients for surgical navigation. After 
testing, this 3D technology is also well-compatible with 
the AR system.
 Despite AR has achieved series of successes in 
surgery, there are still some problems that need to be 
solved:
 i) During the HPB surgery, the organ's shape and 

inter structure would be changing accordingly as 
surgeons adjust the organ's position frequently to expose 
a better view field. Realizing real-time reconstruction 
and registration of the new model is a huge challenge. 
It will be very low effective that surgeons have to wait 
for new scanning and calculating after each operation 
step. 
 ii) Visual occlusion is another problem that needs to 
be addressed. Especially for head-mounted sets, how to 
deal with optimizing their display layers? Could AR, in 
some extreme conditions, be a distraction for surgeons to 
focus on the most important part of the surgical field of 
vision? In other words, how to make sure the information 
AR presented is really constructive not a publicity stunt. 
 iii) Whether the over-involvement of AR will lead to 
the abuse of technology and make surgeons over-rely on 
AR slashing their creativity and could not accomplish 
a complex surgery when AR is not accessible? In 
extreme cases, the calculation and reconstruction of the 
model will increase the time required for preoperative 
preparation. For some patients who need to receive 
emergency surgery, is it worth spending extra time 
at the risk of fatal danger doing visualization instead 
of sending patients into operation theatre as soon as 
possible? 
 In general, from aseptic techniques, anesthesia 
techniques, laparoscopic techniques, and robotic 
techniques to today's AR, each prosperity in the surgery 
area have been accompanied by the application of a kind 
of revolutionary technology (66). So, it's reasonable to 
expect that AR will open a new chapter in the evolution 
of surgery. Meantime, it also needs to be recognized that, 
as a technology with great potential, AR is still in its 
infancy and requires further innovations, improvement, 
and grinding. 
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1. Introduction

With the increasing number of liver transplant (LT) 
candidates and the sparse pool of available organs, the 
rationale for allocating a graft to a potential recipient 
on the list is now a lively topic in the field of liver 
transplantation. In addition, at a time in which marginal 
organs are increasingly available, to ensure a good 
post-transplant outcome it is necessary to find the most 
appropriate way to allocate these grafts to the most 
suitable recipients. Allograft allocation should and can 
be more precise and personalized, but D-R matching 
is really a problem of classification, in which some 
donor variables are combined with variables of the 
listed recipients, surgical considerations, and logistical 
factors; in short, it is a quite complex process (1,2).
 In 2002, liver allograft allocation changed with 
the implementation of the Model for End-Stage 
Liver Disease (MELD) scoring system. Given its 
effectiveness in predicting short-term mortality, priority 
in this score is based on the "sicker first" principle (3). 
However, some of its limitations have been underscored 
over time. One of these is that some pathologies do 
not have an adequate priority (e.g., hepatocellular 
carcinoma) because their prognosis is not directly 
related to the underlying liver function but to the risk of 

disease progression. 
 The MELD score system is not useful for predicting 
survival after LT in an era in which recipient and donor 
combinations can be suboptimal matches.
 Another aspect that needs to be analyzed is the 
impact of the advent of extended criteria donors 
(ECDs). The use of ECDs has increased the donor 
pool but, on the other hand, it has also worsened its 
quality (4). Today, we have various organ preservation 
techniques that have allowed us to increase the pool 
of transplantable organs among ECDs, increasing 
and improving recipient outcomes (5,6). Despite this 
important goal, a good percentage of grafts remain non-
transplantable (8.4% in a U.S. series) (7).
 If, with an appropriate matching between the donor 
and the recipient, even organs defined as marginal can 
produce a good outcome in select patients (8) , an ideal 
prioritization system should be valid for all patients 
and diseases, and should be able to assign the organ 
to the patient with the highest risk of mortality, and at 
the same time with the best predictable post-transplant 
survival (3). 
 Various scores have therefore been developed over 
the years with the aim of guaranteeing an adequate 
donor-recipient match, and an improvement in post-
transplant survival rates. Moreover, in the last decade, 
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technology and development of artificial intelligence (AI).

Mini-Review



www.biosciencetrends.com

BioScience Trends. 2023; 17(3):203-210.BioScience Trends. 2023; 17(3):203-210.

investments have been made in AI for the definition 
of the best D-R match, though we are still awaiting 
satisfactory results on its real clinical applicability. 
 The aim of this mini-review is to analyze the most 
widely used scores and the most studied variables in 
D-R matching, providing a snapshot of the current state 
of the literature, with an eye to new frontiers.

2. The most widely analyzed variables in the literature

The principal variables analyzed in donor-recipient 
matching are summarized in Table 1.

2.1. Donor-to-recipient age match

Considering the increase in marginal grafts, several 

studies have focused on the role of recipient and donor 
characteristics such as age match, seeking to identify 
predictive factors that reduce the risk of graft failure 
and patient death (9). 
 A single-center retrospective analysis of 849 
deceased donor LTs by Gilbo et al. (10) shows that 
matching older donor livers with older recipients does 
not affect long-term outcomes because there is no 
exponential increase in age-related risks, provided that 
other risk factors are absent or minimized. Chapman et 
al. (11) also did not observe any difference in patient 
and graft survival in LTs matched or mismatched per 
age. Recently, Nakamura et al. found that elderly liver 
grafts showed slower recovery trajectories in the acute 
phase, but finally achieved acceptable outcomes (12). 
These results are in contrast with results from large 
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Table 1. The main variables analyzed in the literature on donor-recipient matching

Variable

Age
 
 
 
 

 
Size
 
 
 
 
 
 

Gender

 
 

Authors

Vitale A. et al. (9)

Pagano D. et al. (14)

Chapman WC et al. (11)

Gilbo N. et al. (10)

Nakamura T. et al. (12)

Caso maestro O. et al. (15)

Levesque E. et al. (21)

Croome KP et al. (22)

KW Ma et al. (20)

Reyes J. et al. (19) 

Kubal CA et al. (24)

Addeo P. et al. (25) 

Kostakis ID et al. (23) 

Rustgi VK et al. (26)

Lehner F. et al. (28)

Schoening WN et al. (27)

Lai Q. et al. (29)

Germani G. et al. (30)

Conclusions

Donor age >70 y among the criteria for defining a suboptimal liver.

Age mismatch is an independent risk factor for patient death. 

Comparable outcomes in graft and patient survivals using older donors (> 60 y) 
without increased rate of complications.

Older livers can be safely used in older recipients if other risk factors are 
minimized.

Elderly liver grafts exhibit slower recovery trajectories in the acute phase but 
finally achieve acceptable outcomes.

The results of LT with nonagenarian liver grafts are not significantly different 
from those obtained with octogenarian donors, with satisfactory outcomes.

Using large grafts for recipient size did not impair liver function and did not 
modify graft and patient outcomes at one year.

Donors with a calculated sTLV size ratio ≥ 1.25 have an increased risk of EAD.

SFSG is associated with inferior medium-term but not long-term graft survival. 

In deceased donor LT, the D/R body surface area ratio is a significant 
predictor of graft survival.

Significant donor-recipient body size mismatch did not have a negative 
impact on early and long-term outcomes.

Combination of anthropometrics of the donors with imaging of the 
recipients can be helpful in improving the process of donor‐recipient 
matching and avoiding complications.

Donor-recipient size mismatch affects the rates of portal vein thrombosis 
within the first 3 months and overall graft survival.

Gender-mismatched patients have a 6.9% increase in likelihood of graft failure.

Gender-incompatible LT is not a confounder in patient survival.

The impressive long-term graft survival benefit of gender mismatch versus 
matched groups in LT may be caused by significant differences in donor quality 
and recipient characteristics, and may not be related to gender itself.

Gender mismatch is a risk factor for poor graft survival after LT (female-to-
male mismatch represents the worst combination).

Donor/recipient gender mismatch in male recipients, and the use of obese 
donors in female recipients are associated with reduced survival after LT.

Place and year 
of publication

Italy, 2011

Italy, 2013

U.S., 2015

Belgium, 2019

Japan, 2022

Spain, 2022

France, 2013

U.S., 2015

China, 2019

U.S., 2019

U.S., 2021

France, 2022

U.K., 2023

U.S., 2022

Germany, 2009

Germany, 2016

Italy, 2018

Italy, 2020
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transplantation, and reduced the overall graft survival. 
These data were confirmed by other studies on the same 
topic (19,24).
 Another useful dimensional parameter is that of the 
Strasbourg group: the maximum volume that a graft 
to be implanted in patients with cirrhosis can have 
is the sum of the volume of the recipient's liver and 
the dimensions of the right upper abdominal cavity. 
This overall volume correlates with the severity of 
portal hypertension (ascites, large direct portosystemic 
shunt) and right anteroposterior cavity diameter (RAP; 
measured above the hepatic dome). The RAP reflects 
the compliance of the right hypochondria and correlates 
linearly with the overall volume. This combination of 
donor anthropometry with recipient imaging can be 
helpful in improving the donor-recipient size match, 
according to Addeo (25).

2.3. Donor-to-recipient gender match 

Gender match seems to be one of the aspects that 
influences outcomes after LT, though this association 
is controversial. In the past, some monocentric studies 
have underlined a correlation between donor gender and 
graft loss (26), especially in male recipients of female 
donors (27), in contrast to other studies (28). In recent 
times, a number of scores have been proposed with the 
aim of predicting the post-transplant outcome, though 
none has identified the donor gender as a risk factor for 
poor graft survival.
 A more recent meta-analysis conducted in 2018 
suggests a detrimental role of the female-male (F-
M) mismatch in terms of graft survival (29). These 
results are absolutely in line with several experiences 
worldwide (27). Nevertheless, Lai's group argues that 
there are several confounding factors to consider in 
these analyses.
 Also Germani et al. pointed out recently that donor/
recipient gender mismatch in male recipients and use of 
obese donors in female recipients are associated with 
decreased survival after LT, highlighting the importance 
of associating an anthropometric evaluation with the 
gender mismatch in the allocation process to have better 
long-term outcomes (30). 
 In conclusion, the impact of gender mismatch on 
post-transplant outcomes is still much debated in the 
literature. Further large, well-calibrated studies are 
needed, with the aim of definitively clarifying the 
potential harmful role of gender mismatch in the liver 
transplantation setting.

3. Scores in the literature

Liver transplantation is today the most appropriate 
treatment for end-stage liver disease, and a myriad 
of factors, as we have seen, relating to the donor, the 
recipient, the anesthetic-surgical procedure, and the 

registry studies from the past (13).
 Our previous analysis (14) indicated that both 
recipient and donor ages were predictors of transplant 
outcome; patients of the same age were more likely to 
show better graft survival and longer lifespan. 
 Finally, there is currently no consensus on the donor 
age limit for liver transplantation, due mainly to recent 
improvements in outcomes with elderly donors (15). 

2.2. Donor-to-recipient dimensional match

The impact of donor and recipient size mismatch in 
deceased whole liver transplantation has not been well 
studied. The consequences of size mismatch using 
whole grafts have been shown to increase the risk of 
developing "small for size syndrome", in which the 
transplanted liver is unable to ensure the functional and 
metabolic needs of the recipient.
 On the other hand, a "large for size donor" can 
cause graft damage caused by vascular thrombosis or 
graft necrosis secondary to poor blood supply (16).
Body surface area (BSA) has proven to be an excellent 
indicator of metabolic mass because it is less influenced 
by fat mass, and therefore allows prediction with a 
good approximation the liver volume (17). The donor 
to recipient body surface area ratio (DR_BSAR = 
BSAdonor/BSArecipient) has been studied to determine 
its influence on graft survival (18).
 Reyes et al. conducted a retrospective analysis of 
79,704 liver transplants performed in the U.S., and 
found that in whole liver transplantation from deceased 
donors, DR_BSAR is a significant predictor of graft 
survival (19), thus demonstrating the importance of the 
correct dimensional match between donor and recipient.
 Most studies have concluded that a liver graft needs 
to have at least 0.8% of the recipient’s weight or 35% 
of his/her ideal liver volume (20), but not more than 
2.5% of the recipient’s weight or 125% of his/her ideal 
liver volume (21,22). In a series by Kostakis et al. 
(23), in which 11,245 transplants were considered (the 
liver grafts were from donors after brain death (DBD) 
in 9,504 (84.5%) transplants and from donors after 
circulatory death (DCD) in 1,741 (15.5%) transplants, 
three distinct categories were identified: donor size of 
85% of recipient size or less, donor size more than 85%, 
but up to 140% of recipient size, and donor size more 
than 140% of recipient size. There were statistically 
significant differences for overall graft survival among 
these 3 categories (P < 0.001): the first category had 
shorter overall graft survival (75th percentile: 4,514 
days) than the second category (75th percentile: 
5,721 days), while the third had much shorter overall 
graft survival than both of the others. The data was 
confirmed by multivariable Cox regression analysis. 
The findings of this study demonstrated that donor-
recipient size mismatch affected the risk of developing 
portal vein thrombosis within the first 3 months after 
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management of the intensive care unit are involved 
in the onset of complications, survival, and related 
costs. So with the aim of being able to analyze all 
these variables in the shortest possible time in the 
organ allocation process, various indexes have been 
developed (31), summarized in Table 2. The objective 
is to predict post-transplant outcomes.

3.1. Donor risk index (DRI)

Feng et al. (32) discuss the concept of the DRI, which 
objectively evaluates donor variables involved in 
transplant outcomes: donor age, DCD, and split/partial 
grafts are strongly associated with graft failure; African-
American race, short stature, and cerebrovascular 
accident as the cause of death are modestly associated 
with graft failure. The DRI assessment offers an 
evidence-based D-R match. However, when DRI is 
assessed at the time of offering, D-R matching is not 
easily programmable, and the distribution of risks from 
donor and recipient is more dependent on the allocation 
scheme. By itself, DRI is a suboptimal tool for D-R 
matching.

3.2. Balance of risk (BAR) score

In 2011, Dutkowski et al. designed the BAR score, 
based on a combination of the principles of prognosis 
and justice. The main advantage is that it is based 
on objective factors available at the time of organ 
allocation, with the exception of cold ischemia time. 
The main disadvantage is that it does not consider other 

determinants, such as graft steatosis (33). Researchers, 
such as Schlegel, have proven that the BAR score is 
useful for finding good donor-recipient matches, but in 
other studies it showed a suboptimal ability (34,35). In 
the 336 patient sample of Lopez et al., the BAR score 
was found to be inaccurate in predicting liver transplant 
survival (36), and unable to identify which of several D–
R pairs will get the best result. 

3.2. Eurotransplant Donor Risk Index (ET-DRI)

Braat et al. advanced the idea that the ET-DRI, 
a scoring system tailored for the Eurotransplant 
region, may be a useful tool for liver allocation in the 
future (13). In a retrospective single center study by 
Schoening (37) et al., when combining donor (ET-DRI) 
and recipient factors (indication and/or lab-MELD), an 
estimation of long-term graft survival seems possible. 
This score was therefore considered to have a limited 
impact on the prediction of early outcome following LT 
in other series (38).

3.3. Italian Score for Organ allocation (ISO) system

The Italian Board of Experts in the Field of Liver 
Transplantation has developed the ISO system, 
incorporating a priority criterion for MELD exception 
conditions (39). In our previous monocentric case 
study (40), there was clearly a significant reduction 
in deaths while waiting for a liver, and an increase in 
the percentage of LT recipients with the application of 
the ISO score, though this would have to be validated 

  Table 2. Main scores proposed for donor-recipient matching in the graft allocation process

Score

DRI
(Donor Risk Index)

P-SOFT
(the Preallocation 
s c o r e  t o  p r e d i c t 
Survival Out-comes 
F o l l o w i n g  L i v e r 
Transplant  Score) 
and SOFT Score

D-MELD

BAR
(Balance of Risk)

ET-DRI 
( E u r o t r a n s p l a n t -
Donor-Risk-Index)

ISO
(I ta l ian Score for 
Organ allocation)

Authors

Feng S. et al. 
(32)

Rana A. et al. 
(41)

Halldorson JB 
et al. (42)

Dutkowski P. 
et al. (33)

Braat AE et al. 
(13)

Cillo U. et al. 
(39)

Variables

Donor age, race, height, death from cerebrovascular accident (CVA), 
donation after cardiac death (DCD), cause of death classified as "other" 
(excluding trauma, CVA, or anoxia), split or partial graft, cold ischemia 
time and location of organs based on donor service area.

Age, BMI, previous transplant or abdominal surgery, albumin < 2.0 g/
dL, dialysis before transplantation, ICU pretransplant, MELD score, life 
support pretransplant, encephalopathy, portal vein thrombosis, ascites 
pretransplant.
SOFT: P-SOFT + points awarded from donor criteria, 1 recipient 
condition (portal bleed 48-h pre-transplant) and two logistical factors (CIT 
and national allocation) at the time of graft allocation.

The product of donor age and preoperative MELD, calculated from 
laboratory values.

Donor age (years), recipient age (years), cold ischemia time (hours), 
retransplantation (yes/no), life support (yes/no), and the MELD score at 
the time of liver transplant (true value without exception points).

Donor age, cause of death, donation after cardiac death, split liver 
graft, organ location (regional or national), cold ischemia time, rescue 
allocation, and gamma-glutamyltransferase levels.

Based on principles of urgency, utility, and transplant benefit, the score 
considers in addition to pure MELD, exceptions, and hepatocellular 
carcinoma

Place and year 
of publication

U.S., 2006

U.S., 2008

U.S., 2009

Switzerland, 2011

Eurotransplant region, 
2012

Italy, 2015
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prospectively to confirm its superiority compared to the 
MELD score.

3.4. Pre-allocation Survival Out-comes Following liver 
Transplant (P-SOFT) score and SOFT score

Another ambitious scoring system that predicts 
recipient survival after LT was proposed by Rana 
et al. (41): they identified 4 donors, 13 recipients, 
and 1 operative variable as significant predictors of 
3-month mortality following LT. Consequently, two 
complementary scoring systems were designed: the 
P-SOFT score and the SOFT score, which are the result 
of adding P-SOFT points to points awarded from donor 
criteria, 1 recipient condition (portal bleed 48 hours pre-
transplant), and two logistical factors (cold ischemia 
time [CIT] and national allocation) at the time of graft 
allocation. It seems that the SOFT and P-SOFT scores 
are adequate in predicting 90-day mortality. However, 
the inclusion of multiple variables, some of which are 
partially subjective and only semi-quantitative (e.g., 
encephalopathy, ascites) and a complex underlying 
statistical model, limits its clinical applicability in pre-
transplant decision-making (34,38).

3.5. Donor age × recipient Modified for End-stage 
Liver Disease [MELD] score (D-MELD score)

In 2009, Halldorson et al. (42) proposed a simple 
score, D-MELD, combining the sickest-first principle 
(lab-MELD) and DRI (donor age). The product of 
these continuous variables produces an increased risk 
of mortality and complications, calculated as length 
of hospitalization. A D-MELD cut-off score of 1600 
defines a subset of D-R matches with worse outcomes. 
The positive aspects of this system are simplicity, 
objectivity, and transparency, but the prognostic ability 
of the D-MELD is lacking in LT centers using a more 
complex D-R matching policy (9).
 The difficulty in identifying an effective score is due 
to the myriad of variables to be considered in the match 
between donor and recipient in each transplant.

4. Artificial intelligence (AI)

The ideal D-R matching system remains a chimera. 
Unfortunately, to date, the scores available are not 
statistically robust enough. Arguably, the human mind 
may not be precise enough to put so many interacting 
variables in order.
 In this context, new technologies that exploit AI 
have been developing recently.
 AI is a branch of computational science that studies 
computational models capable of performing activities 
similar to human ones based on two characteristics: 
behavior and reasoning. Machine learning is defined as 
a branch of AI that focuses on using data and algorithms 

to mimic how humans learn, and gradually improve the 
accuracy of the algorithms (43). 
 Today, AI is revolutionizing the field of hepatology 
and liver surgery, and its application is becoming 
frequent in the clinical setting (44).
 In the D-R match, different variables (donor, 
recipient, and logistics) are combined to obtain two 
possible outcomes: graft survival or graft loss at 
different endpoints (3 and 12 months are the most 
commonly used). However, no current allocation system 
is capable of achieving an ideal match. This means that 
these systems are unable to identify the candidate on 
the waiting list with the highest probability of death, 
and identify, among all available grafts, the one with 
the highest probability of post-transplant success for 
this candidate (43).
 How does AI fit into the complex match between 
donor and recipient?
 Clinical decisions have both an objective and a 
subjective component (45): scientific data, memory, 
and previous experiences serve as the basis of mature 
clinical reasoning, while other considerations, such 
as intuition or emotions, constitute the subjective 
component.
 Therefore, clinical decisions in D-R matching have 
an inherent emotional bias; furthermore, a single D-R 
match may include about 100 parameters between 
donor and recipient characteristics and logistics to take 
into consideration.
 The principal AI model used in D-R matching is 
artificial neural networks (ANN).
Deep learning classifiers use several previous 
experiences based on objective data (database) to be 
able to make the best decision for which they have been 
programmed. The subjective sphere of the decision is 
removed, and large amounts of data are managed in 
a short time, which is why AI and, in particular, deep 
learning classifiers represent an interesting alternative 
to traditional scores today (46).
 Briceño et al. (47) were the first to apply a neural 
network combined with a system of rules to create a 
donor-recipient allocation model (M.A.D.R.E model). 
This multicenter study included a total of 1,003 liver 
transplants performed between 2007 and 2008, using 
64 donor and recipient variables. The probability of 
graft failure at 3 months was the endpoint variable. The 
authors demonstrated the superiority of ANNs in donor 
allocation over biostatistics-based prioritization scores 
(MELD, D-MELD, SOFT, P-SOFT, DRI, and BAR). 
 A second study was performed with a dataset of 
858 D-R pairs from liver transplants at King’s College 
Hospital, in London. The authors found that the model 
obtained with this database achieved excellent results 
at 3 months and 12 months, and when compared with 
other scores such as MELD and BAR, had 15% more 
favorable results (48).
 Indeed, in clinical scenarios, neural networks are 
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very useful in processing complex patterns because 
they can generate near-perfect predictions by analyzing 
multiple data rapidly, which is crucial in the allocation 
process (49).
 The implementation of AI in the field of liver 
diseases has grown exponentially, but the number of 
clinical studies addressing D–R matching is small. 
Most of the studies mentioned are observational, and 
very few cases of clinical validation of the model are 
available (48). We are also starting to have studies 
that do not see the superiority of these complex deep 
learning systems when applied to larger databases, 
such as that of the United Network for Organ Sharing 
(UNOS) (Organ Procurement and Transplantation 
Network (OPTN). United Network for Organ Sharing 
(UNOS); 2020. Available from: https://www.unos.org/.) 
(50) 
 Therefore, they are not useful with large databases 
due to the extreme number of decision trees they would 
generate, making them impractical.

5. Conclusions

The match between donor and recipient in the delicate 
process of allocating grafts is a highly debated topic in 
the field of liver transplantation. The objective of the 
scientific community is to find a system that facilitates 
the match process in terms of speed, costs, and global 
outcomes. 
 In clinical practice, we do not yet have scores that 
are robust and effective in large databases. 
 The progress made in the application of deep 
learning to the field of liver transplantation bodes well 
for a future in which marginal grafts will increase, and 
the maintenance of adequate outcomes will increasingly 
depend on our ability to guarantee an adequate match 
between the donor and the recipient.
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1. Introduction

Automatic segmentation of ultrasound (US) images 
can help disease screening, diagnosis, and assessment 
of prognosis. However, accurate US segmentation is 
a challenge due to the following difficulties. First, US 
images often suffer from a low signal-to-noise ratio 
(SNR) (1) and inhomogeneous intensity distribution 
(2). Second, shadows are a common occurrence due 
to inadequate contact between the US probe and the 
body surface or the presence of anatomical structures 
that interfere with the scanned tissue interfaces (3). 
These shadow regions, with their low intensity or 
dark pixels, are often integral to anatomical areas and 
lesions (4). As shown in Figure 1, shadow artifacts and 
ambiguous lesion boundaries are often observed in US 
images, posing significant challenges to accurate US 
segmentation.
 Recently, the Segment Anything Model (SAM) 
(5) from Meta AI has been proposed as a promotable 
foundational model for natural image segmentation with 
minimal human intervention. SAM is a deep learning 
model (transformer-based) that has been trained on 
a huge number of images and masks - more than 1 

billion masks in 11 million images. SAM is driven 
by various segmentation prompts (e.g., points, boxes, 
masks) to achieve zero-shot image segmentation. Due 
to its promising performance in several computer 
vision benchmarks, SAM has garnered a great deal of 
attention for use in medical image segmentation tasks (6-
9). Specifically, Deng et al. (6) conducted experiments 
with SAM for tumor, non-tumor tissue, and cell nuclei 
segmentation, and empirical results indicated that SAM 
is amenable to the tasks of segmenting large connected 
objects. He et al. (7) evaluated more than 12 medical 
image segmentation datasets that used 5 imaging 
modalities (2D X-ray, histology, endoscopy, etc.) and that 
include different organs such as the brain, chest, lungs, 
and skin (8) in an attempt to validate the out-of-the-box 
zero-shot capabilities of SAM with an abdominal CT 
organ segmentation dataset, and they examined multiple 
scenarios, such as marking multiple points or boxes as 
prompts to obtain segmentation accuracy. Hu et al. (9) 
concluded that the more prompts were made, the more 
precise segmentation results were obtained by analyzing 
liver tumor segmentation for contrast-enhanced 
computed tomography volumes.
 Although the aforementioned studies investigated 
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SUMMARY

Keywords Segment Anything Model, ultrasound images, shadow artifacts

Accurate ultrasound (US) image segmentation is important for disease screening, diagnosis, and 
prognosis assessment. However, US images typically have shadow artifacts and ambiguous boundaries 
that affect US segmentation. Recently, Segmenting Anything Model (SAM) from Meta AI has 
demonstrated remarkable potential in a wide range of applications. The purpose of this paper was to 
conduct an initial evaluation of the ability for SAM to segment US images, particularly in the event of 
shadow artifacts and ambiguous boundaries. We evaluated SAM's performance on three US datasets 
of different tissues, including multi-structure cardiac tissue, thyroid nodules, and the fetal head. 
Results indicated that SAM generally performs well with US images with clear tissue structures, but 
it has limited performance in the event of shadow artifacts and ambiguous boundaries. Thus, creating 
an improved SAM that considers the characteristics of US images is significant for automatic and 
accurate US segmentation.
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SAM's performance on medical images, they lack the 
comprehensive and in-depth assessment of SAM's 
performance on US images with shadow artifacts and 
inhomogeneous intensity distribution. The current study 
evaluated SAM's performance on three US datasets of 
different tissues in order to perform a comprehensive 
analysis of SAM's performance on US images. The hope 
is that this study can provide the community with some 
insights into the future development of an improved 
SAM for US image segmentation.

2. Materials and Methods

2.1. Overview

Figure 2 depicts the testing pipeline for SAM as applied 
to various US images in this study. SAM has three main 

components: an image encoder, a prompt encoder, and 
a mask decoder. The image encoder uses the Vision 
Transformer (ViT) (10) as its backbone and is pre-trained 
using the masked strategy from the masked autoencoder 
(MAE) (11). Its role is to provide the embedding of 
the input tensor so that it can be combined with the 
embedding of manual prompts in subsequent steps. The 
prompt encoder handles various types of sparse (multiple 
points, boxes, or texts) and dense (masks) prompts 
via distinct branches comprising a basic convolutional 
neural network. Ultimately, the mask decoder uses all 
embedding to determine the segmentation labels. 
 During the testing phase, SAM was comprehensively 
compared to related deep segmentation models using 
three different US datasets pertaining to various tissues, 
including multi-structure cardiac tissue, thyroid nodules, 
and the fetal head. Moreover, the testing involving US 
images was divided into two sets, the first consisting of 
images with shadow artifacts and the second consisting 
of clean images without any obvious shadow artifacts. 
This division enabled evaluation of SAM's effectiveness 
on US images with shadow artifacts. Moreover, four 
different methods of prompt selection were attempted 
and a regular grid of foreground points was used as 
prompts to generate US image segmentation results.
 Positive and negative prompt points exist, indicating 
foreground or background points, respectively. To ensure 
experimental and model reproducibility, randomness, and 
accuracy, prompt points were chosen using the following 
three methods: (i) SAM-MPP: foreground points from 
the GT mask were randomly selected to serve as positive 
prompt points, with a range of 1-10 points; (ii) SAM-
MPN: a background point was randomly marked as a 
negative point and multiple positive points were marked; 
(iii) SAM-CP: the central point of the image was 
identified and whether it is a positive or negative prompt 
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Figure 1. Difficultly of segmenting US images that contain shadow 
artifacts or ambiguous boundaries.

Figure 2. Testing pipeline for SAM in this study. 
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classic segmentation methods including U-Net, 
Attention U-Net, ResU-Net, DeepLabV3, PSPNet, 
SegNet, FPN, TransUnet, and TransFuse.
 U-Net (19): U-Net is a U-shaped structure that uses 
skip connections to capture contextual information.
 Attention U-Net (20): To address the problem that 
many redundant underlying features are extracted due 
to U-Net skip connections, Attention U-Net adds an 
attention module in skip connections to effectively 
suppress activations in irrelevant regions, thereby 
reducing the number of redundant features.
 ResU-Net (21): ResUNet is a deep learning model 
based on residual connectivity for image segmentation 
tasks. It combines the advantages of ResNet and U-Net 
to better solve the problems of gradient disappearance 
and missing semantic information.
 DeepLabV3 (22): DeeplabV3 provides the ability 
to arbitrarily control the resolution of features extracted 
by the encoder, with the encoder section having a large 
number of hole convolutions to balance accuracy and 
time consumption without loss of information.
 PSPNet (23): PSPNet is based on FCN with a 
global mean pooling operation and feature fusion to 
obtain more contextual information. The features have a 
pyramid structure, so it is also called pyramid pooling.
 SegNet (24): The decoder structure of SegNet 
performs non-linear upsampling using the pooling 
index computed in the maximum pooling step of the 
corresponding encoder. This reduces the number of 
parameters and operations compared to deconvolution 
and eliminates the need to learn upsampling.
 FPN (25): The FPN algorithm uses both the high 
resolution of the lower-layer features and the semantic 
information of the higher-layer features to achieve 
prediction by fusing these different feature layers. In 
addition, the prediction is performed on each fused 
feature layer separately.
 TransUnet (26): This is the first time that transformer 
was used as a promising alternative for medical image 
segmentation, and it has the merits of both transformers 
and U-Net.
 TransFuse (27): TransFuse fuses a transformer and 
CNN to achieve long-range dependency modeling and 
reduce computational redundancy.

2.5. Implementation details 

This study divided three publicly available datasets into 
training and testing sets in a 4:1 ratio. The training and 
testing datasets for each dataset are shown in Table 1. 

was determined using the GT mask. Additionally, (iv) 
SAM-BX: the bounding box of the GT mask was directly 
acquired without further steps. To evaluate SAM's 
segmentation performance, regular grid sampling was 
used to predict multiple masks per image and the highest 
quality mask was selected as the final segmentation 
result after comparison.

2.2. US datasets

SAM's performance in the US segmentation task 
was evaluated using three classic publicly available 
datasets. These datasets contain different scenarios of 
cardiac ultrasound, thyroid, and fetal head. The first 
dataset, CAMUS (12), is a large, fully annotated 2D 
echocardiographic assessment dataset collected from 
500 patients and it includes manual annotations of the 
left ventricular endocardium (LV(Endo)), myocardium 
(LV(Epi)), and left atrium (LA) by experts. The second 
dataset, TN-SCUI (13), from the MICCAI 2020 
Challenge, presents a challenging US segmentation task 
due to the various shapes of thyroid nodules, missing 
areas of lesions, ambiguous boundaries, and artifacts 
due to the way US is imaged. This dataset contains 3644 
thyroid nodules from 3,644 patients that were manually 
annotated by experienced radiologists. The third dataset, 
HC18 (14), is a fetal US dataset consisting of 1,334 
images used to measure the fetal head circumference.

2.3. Evaluation metrics

This study used four evaluation metrics to assess the 
performance of the different segmentation methods: the 
Dice Similarity Coefficient (DSC), Jaccard index (JI), 
Hausdorff Distance (HD), and Average Surface Distance 
(ASD). 
 Dice Similarity Coefficient (DSC, %) (15): This 
measures the similarity between the prediction and 
ground-truth sets, with a value range of [0,1]. A higher 
value indicates better model performance and it is often 
used to calculate the similarity of closed regions.
 Jaccard index (JI, %) (16): This measures the 
ratio between the intersection and union of a category 
prediction and the ground-truth using fuzzy set theory.
 Average Surface Distance (ASD, pixel) (17): This 
measures the average surface distance from all points 
of the prediction to the ground-truth, which assesses the 
surface variation between the segmentation and the GT.
 Hausdorff Distance (HD, pixel) (18): This calculates 
the distance between the two sets of the prediction and 
ground-truth, with smaller values indicating higher 
similarity between the two sets. It is more sensitive to 
boundaries than DSC.

2.4. Methods of comparison 

This study compared segmentation by SAM to several 

Table 1. Number of training and testing images for TN-
SCUI, CAMUS, and HC18
Dataset

Training Dataset Size
Testing Dataset Size

CAMUS

  1,440
     360

TN-SCUI

   2,916
      728

HC18

  800
  199
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Due to the availability of training weights for SAM, 
this study is consistent with related studies on SAM 
(6,28-29) to evaluate SAM's performance on ultrasound 
images using the testing sets. Inspired by studies that 
compared SAM to related segmentation methods (30-
31), segmentation models for comparison were first 
trained on the training set, and then corresponding 
segmentation metrics were obtained using the testing 
set.

3. Results

3.1. Segmentation results for US images overall

Quantitative comparison: Tables 2, 3, and 4 show the 
quantitative results of different segmentation methods in 
terms of the four evaluation metrics using different US 
datasets. In this experiment, the US images for testing 
were selected based on the same data partitioning of the 
public dataset. Results indicated that:
 (1) Interestingly, SAM and SAM-CP performed 
poor ly  on  the  TN-SCUI  da tase t  in  t e rms  o f 
segmentation performance, possibly due to the unique 

image characteristics of the US dataset since it contains 
shadow artifacts and missing or unclear boundaries, 
hampering the model's ability to differentiate between 
foreground and background. However, SAM-MPP and 
SAM-MPN had substantially improved segmentation 
performance by incorporating manually labeled point 
prompts, achieving comparable or even better results 
than ResU-Net. Moreover, SAM-BX performed well 
on all four evaluation metrics, surpassing popular fully 
supervised segmentation models such as Deeplabv3, 
FPN, and SegNet, indicating that SAM is more 
effective at segmenting large connected areas. SAM-
BX also benefited from the effective prompt of the 
bounding box, allowing the model to focus only on the 
box region and achieve a higher accuracy. However, 
providing box prompts may be time-consuming in real 
clinical scenarios, so the focus of this study is primarily 
on the segmentation results of the baseline SAM.
 (2) Experiments on three different anatomical 
structures were conducted using CAMUS and Table 3 
shows a comparative analysis of the results obtained. 
Results indicate that the best DSC obtained by SAM 
was 0.617 for the LV (Endo), 0.380 for the LV (Epi), 

Table 2. Comparison to seven state-of-the-art fully-
supervised methods using the TN-SCUI dataset
Items

U-Net
Attention U-Net
ResU-Net
Deeplabv3
FPN
PSPNet
SegNet
TransUNet
TransFuse
SAM
SAM-CP
SAM-MPP
SAM-MPN
SAM-BX

    JI

0.764
0.745
0.572
0.778
0.792
0.780
0.791
0.683
0.703
0.118
0.257
0.603
0.605
0.805

DSC

0.846
0.827
0.696
0.861
0.869
0.858
0.867
0.787
0.802
0.195
0.345
0.716
0.721
0.889

    ASD

  16.177
  15.433
  44.865
  13.256
  12.049
  23.516
  11.186
  14.746
  19.237
106.075
  76.281
  28.419
  28.536
    9.155

   HD

  4.423
  4.644
10.661
  4.028
  4.029
  6.183
  3.483
  4.623
  5.725
31.253
28.056
  9.222
  9.029
  2.873

Table 3. Comparison to seven state-of-the-art fully-supervised methods using the CAMUS dataset

Items

U-Net
Attention U-Net
ResU-Net
Deeplabv3
FPN
PSPNet
SegNet
TransUNet
TransFuse
SAM
SAM-CP
SAM-MPP
SAM-MPN
SAM-BX

 DSC

0.929
0.930
0.920
0.936
0.934
0.937
0.934
0.914
0.915
0.241
0.555
0.595
0.617
0.600

  ASD

63.511
63.795
68.042
64.414
65.458
64.289
64.319
63.276
65.394
89.938
49.529
49.035
46.164
26.224

    JI

0.875
0.877
0.856
0.883
0.882
0.886
0.880
0.851
0.850
0.140
0.413
0.452
0.470
0.440

   HD

21.203
21.246
22.057
21.291
21.506
21.165
21.476
21.450
21.991
35.827
12.554
11.639
11.182
  8.093

 DSC

0.866
0.863
0.834
0.873
0.873
0.875
0.868
0.831
0.832
0.233
0.256
0.280
0.290
0.380

  ASD

64.539
65.042
67.437
65.703
66.679
65.515
65.552
64.811
66.766
90.724
53.860
77.102
72.311
31.484

    JI

0.769
0.766
0.720
0.778
0.780
0.783
0.771
0.720
0.720
0.133
0.148
0.165
0.172
0.238

   HD

11.791
11.851
13.167
11.841
11.937
11.709
11.923
11.835
12.255
34.634
17.010
28.331
26.111
  9.699

 DSC

0.888
0.884
0.858
0.901
0.905
0.899
0.891
0.879
0.876
0.140
0.161
0.428
0.477
0.867

  ASD

135.457
135.666
135.818
135.437
136.691
135.567
136.105
135.278
136.011
152.234
128.767
  75.077
  57.552
    8.813

    JI

0.818
0.814
0.771
0.828
0.835
0.932
0.822
0.797
0.799
0.076
0.089
0.319
0.356
0.770

   HD

28.424
28.557
29.149
28.454
28.515
28.321
28.553
28.670
28.856
61.710
37.364
22.800
17.158
  2.907

 LV (Endo)                                                  LV (Epi)                                                        LA

Table 4. Comparison to seven state-of-the-art fully-
supervised methods using the HC18 dataset
Items

U-Net
Attention U-Net
ResU-Net
Deeplabv3
FPN
PSPNet
SegNet
TransUNet
TransFuse
SAM
SAM-CP
SAM-MPP
SAM-MPN
SAM-BX

    JI

0.958
0.957
0.933
0.960
0.959
0.959
0.960
0.936
0.950
0.380
0.709
0.760
0.764
0.908

DSC

0.979
0.978
0.964
0.980
0.979
0.979
0.980
0.966
0.974
0.539
0.820
0.856
0.860
0.951

    ASD

  3.984
  4.310
21.059
  3.517
  3.320
  3.230
  3.108
  6.059
  3.654
58.622
23.516
19.742
21.130
  8.330

   HD

  1.411
  1.504
  3.645
  1.338
  1.327
  1.326
  1.304
  2.105
  1.532
17.771
  8.473
  6.751
  7.197
  2.601
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and 0.867 for the LA, which are significantly lower 
than the best DSC results obtained using representative 
deep networks (0.937, 0.875, and 0.905). This 
difference can be attributed to several reasons. First, 
the heart has complex and multiple structures that 
differ greatly from the shapes of thyroid nodules and 
the fetal head. Second, CAMUS images contain a large 
number of shadow artifacts and ambiguous boundaries, 
hampering SAM's ability to accurately distinguish 
between foreground and background regions. Lastly, 
the segmentation performance of the LV (Epi) was 
substantially lower compared to the LV (Endo) and LA, 
which may be due to interference from the LV (Endo) 
structure surrounding the LV (Epi). 
 (3) The results for HC18 are shown in Table 4, 
where all four types of SAM-based models, except 
for SAM, achieved DSC scores exceeding 0.8, and 
the accuracy of SAM-BX reached 0.95. This excellent 
performance can be attributed to the fact that the target 
anatomical regions in the HC18 dataset have large 
connected regions, which allows the additional prompts 
provided by the models to help achieve accurate 
segmentation. However, there is a noticeable gap 
between the ASD and HD obtained by SAM and classic 
fully supervised segmentation models, indicating that 
SAM has a weakness in fine segmentation tasks.
 To summarize, the segmentation performance 
of basic SAM needs to be improved according to 
all three US datasets. This could be the result of the 
unique image characteristics of US, such as shadow 
artifacts and ambiguous or missing boundaries, 
posing significant challenges for SAM in identifying 
foreground and background regions accurately. In 
addition, various prompt methods were used, and results 
indicated that using the bounding box of the GT mask 
is the most effective solution. However, this approach is 
also very stringent and restricts the analysis and clinical 
application of medical images. A series of SAM models 
displayed better segmentation performance in areas 
with large connectivity and regularity but struggled 

with complex anatomical structures.
 Qualitative comparison: Figure 3 shows some 
good examples of segmentation achieved by SAM, 
while Figure 4 displays examples where SAM failed to 
segment the target areas accurately. Figure 3 indicates 
that SAM performs as well as or better than other 
methods in instances where the tissue or anatomical 
structures are relatively distinct. However, SAM 
struggles with segmenting complex structures such 
as thyroid nodules or cardiac structures, which may 
be obscured by shadow artifacts or have ambiguous 
or missing boundaries. As shown in Figure 4, this 
results in low accuracy for SAM-based models, with a 
significant performance gap compared to popular deep 
models.

3.2. Segmentation results for US images with and 
without shadow artifacts

Tables 2-4 indicate that SAM consistently produces the 
worst segmentation results compared to other popular 
segmentation models using the TN-SCUI and CAMUS 
datasets. To investigate whether the presence of shadow 
artifacts in US images of the TN-SCUI dataset affected 
SAM's performance, the dataset was divided into 
two groups: US samples with shadow artifacts and 
clear US images without obvious shadow artifacts. 
With the guidance of a sonographer with five years of 
experience, segmentation results for US images with 
and without shadow artifacts were compared using 
different methods.
 Quantitative comparison: As shown in Table 5, 
SAM methods differ most dramatically between the 
TN-SCUI with and without shadows. Especially with 
SAM, SAM-MPP, SAM-MPN, and SAM-CP, the 
DSC difference was 22.1% (SAM-MPN), along with 
maximum differences in the ASD of 18.882 and the 
HD of 4.919 (SAM-MPN). In addition, SAM-BX 
had an 8% DSC difference. The analysis of complete 
datasets identified the bounding box as the most 

Figure 3. Good examples of segmentation on three US datasets. Figure 4. Bad examples of segmentation on three US datasets. 
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powerful prompt for improving SAM's segmentation 
performance. However, the significant difference in 
results between images with and without shadows 
persisted despite using a given GT mask's bounding 
box, indicating that the US dataset contains a significant 
number of shadow artifacts that can have a considerable 
impact on SAM's segmentation results.
 Further analysis of other representative deep 
segmentation models revealed that their DSC difference 
did not exceed 6% (FPN) when tested on TN-SCUI with 
or without shadows. In addition, the differences in ASD 
and HD did not exceed 7.851 and 3.677, respectively 
(PSPNet). These findings suggest that the segmentation 
performance of deep models was relatively stable. 
Moreover, deep segmentation models had ASD and HD 
metrics that were generally better than those of SAM, 
indicating that additional refinement is necessary to 
enable SAM to better complete segmentation tasks for 
shadow artifacts and ambiguous boundaries present in 
US images. 
 Qualitative comparison: The segmentation results 
of different models using US images of the thyroid 
containing shadow artifacts are shown in Figure 5. 
Areas with large shadow artifacts are evident, so the 
segmentation results of SAM are not ideal. In areas 

with missing or ambiguous boundaries, segmentation 
results with SAMs were rough, and the corresponding 
ASD and HD were not as good.

4. Discussion and Conclusion

As a foundational model for image segmentation, SAM 
has shown great potential for natural images. This 
study completed an initial evaluation of SAM's ability 
to perform medical US image segmentation using 
three US image datasets of different organs, including 
multi-structure cardiac tissue, thyroid nodules, breast 
nodules, and the fetal head. This study particularly 
examined shadow artifacts in US images as a factor 
affecting SAM's accuracy. While we acknowledge the 
advancement of large foundational models for CV, the 
current experiments demonstrate that there is still room 
for improvement in SAM's performance on this specific 
task of medical US image segmentation.
 Results of medical US image segmentation 
are compared in Tables 2-4, which indicate that 
everything mode is not suitable for most medical US 
datasets. In other words, SAM is not as accurate as 
dataset specific deep-learning algorithms (19-27) for 
medical US segmentation tasks. Therefore, applying 
the trained model from SAM directly to a medical 
US segmentation task will not result in satisfactory 
performance. In the future, more medical US images 
need to be used to fine-tune SAM to create a highly 
accurate benchmark mode.
 Given that US imaging is a special imaging 
modality that commonly contains shadow artifacts, 
SAM's performance was compared on US images 
with and without shadow artifacts. Thus, a strength of 
this study is that it fully explored shadow artifacts as 
a factor that affect SAM's accuracy in US images. As 
shown by Table 5 and Figure 2, SAM had significant 
performance degradation with shadow artifacts. Hence, 
future research should investigate how to improve 

Figure 5. Failure to segment US images of the thyroid with 
shadow artifacts. 

Table 5. Comparison to seven state-of-the-art fully-supervised methods using the SHADOW TN-SCUI dataset

Items

U-Net
Attention U-Net
ResU-Net
Deeplabv3
FPN
PSPNet
SegNet
TransUNet
TransFuse
SAM
SAM-CP
SAM-MPP
SAM-MPN
SAM-BX

 DSC

0.828
0.805
0.676
0.830
0.840
0.830
0.841
0.773
0.787
0.178
0.281
0.633
0.616
0.811

    ASD

  17.663
  16.736
  45.193
  15.322
  14.181
  27.350
  12.304
  16.580
  19.408
107.762
  83.101
  36.132
  36.832
  15.923

    JI

0.734
0.713
0.545
0.735
0.751
0.740
0.754
0.663
0.679
0.108
0.196
0.502
0.482
0.705

   HD

  4.920
  5.305
10.896
  4.899
  5.061
  7.978
  4.047
  5.587
  5.818
33.683
30.453
12.103
12.195
  8.714

 DSC

0.865
0.851
0.717
0.894
0.901
0.889
0.895
0.832
0.817
0.216
0.412
0.820
0.837
0.889

    ASD

  14.605
  14.086
  44.520
  11.084
    9.805
  19.499
  10.015
  14.101
  19.059
104.455
  69.102
  20.527
  17.950
  10.243

    JI

0.796
0.780
0.600
0.825
0.835
0.823
0.829
0.745
0.728
0.129
0.322
0.720
0.740
0.828

   HD

  3.897
  3.962
10.415
  3.113
  2.944
  4.301
  2.892
  4.182
  5.627
28.844
25.534
  6.285
  5.254
  5.989

     w/ Shadow Artifacts                                                           w/o Shadow Artifacts
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SAM's reliability for US image segmentation with 
shadow artifacts. A possible solution (not explicitly 
addressed in the current work) is adding a shadow 
learning mechanism to SAM. Previous studies have 
proven that generating and injecting simulated shadows 
into US images and teaching them is helpful for US 
segmentation tasks (32,33). Another possible solution 
is using US images with shadow artifacts to finetune 
SAM. In summary, the current study has shown 
that additional work is needed to improve SAM's 
performance on this specific US segmentation task. 
The hope is that this study can provide the community 
with some insights into the future development of a 
improved SAM for US image segmentation.
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1. Introduction

With the rapid development of artificial intelligence 
and deep learning technology, human-computer 
interaction through gesture recognition technology 
has gradually become a hot research topic nowadays. 
Gesture recognition based on surface electromyography 
(EMG) signals has advantages over vision-based gesture 
recognition, such as being less affected by changes 
in the external environmental background, requiring 
less computational effort, and offering higher real-
time performance (1-2). The surface EMG signals are 
bioelectrical information obtained from the skin surface, 
which has the advantages of non-invasive, non-traumatic, 
and simple operation. The surface EMG signals directly 
reflect the state of muscle contraction that causes limb 
movements and contains rich motor information, which 
can realize the prediction of hand movements intention. 

In recent years, pattern recognition technology based on 
surface myoelectricity has shown promising applications 
in the field of human-computer interaction, such as 
intelligent prostheses (3), rehabilitation exoskeletons (4), 
sign language interpretation (5), etc.
 In practical applications of EMG interaction, the 
recognition of the target gesture category is crucial, 
along with the need to mitigate various interferences, 
including irrelevant gestures, electrode displacement, 
muscle fatigue, and user variations (6-7). Among 
these interferences, the presence of irrelevant gestures 
is a common and significant concern. The target 
gestures refer to the user-defined hand gestures that 
are used to train the classifier and facilitate human-
computer interaction. The irrelevant gestures refer to 
the unintentional hand gestures made by users during 
system usage that do not belong to the predefined 
target categories. In such cases, the classifier is forced 
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SUMMARY

Keywords surface EMG signals, human-computer interaction, irrelevant gesture recognition, reconstruction 
error

With the development of deep learning technology, gesture recognition based on surface 
electromyography (EMG) signals has shown broad application prospects in various human-computer 
interaction fields. Most current gesture recognition technologies can achieve high recognition accuracy 
on a wide range of gesture actions. However, in practical applications, gesture recognition based 
on surface EMG signals is susceptible to interference from irrelevant gesture movements, which 
affects the accuracy and security of the system. Therefore, it is crucial to design an irrelevant gesture 
recognition method. This paper introduces the GANomaly network from the field of image anomaly 
detection into surface EMG-based irrelevant gesture recognition. The network has a small feature 
reconstruction error for target samples and a large feature reconstruction error for irrelevant samples. 
By comparing the relationship between the feature reconstruction error and the predefined threshold, 
we can determine whether the input samples are from the target category or the irrelevant category. In 
order to improve the performance of EMG irrelevant gesture recognition, this paper proposes a feature 
reconstruction network named EMG-FRNet for EMG irrelevant gesture recognition. This network is 
based on GANomaly and incorporates structures such as channel cropping (CC), cross-layer encoding-
decoding feature fusion (CLEDFF), and SE channel attention (SE). In this paper, Ninapro DB1, 
Ninapro DB5 and self-collected datasets were used to verify the performance of the proposed model. 
The Area Under the receiver operating characteristic Curve (AUC) values of EMG-FRNet on the 
above three datasets were 0.940, 0.926 and 0.962, respectively. Experimental results demonstrate that 
the proposed model achieves the highest accuracy among related research.
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to select one of the trained motions, resulting in 
erroneous recognition results and compromising the 
safety of both the device and the user (8-9). In the 
field of target gesture recognition, numerous studies 
have achieved high accuracy rates across various 
hand gesture actions (10-11). In our recent research 
at our laboratory, Zhang et al. (12) proposed the LST-
EMG-Net model, which further improves the accuracy 
of EMG-based gesture recognition. Therefore, the 
focus of this study lies in the recognition of irrelevant 
gestures. Existing methods in the field of irrelevant 
gesture recognition can be mainly categorized into 
probability-based approaches (13-17) and one-vs-all 
classification rule-based approaches (18-21).
 Probability-based methods: The core idea of this 
type of method is to effectively differentiate target 
and irrelevant samples by comparing the classifier's 
predicted probability values for the test samples with a 
preset probability threshold. Specifically, the classifier 
calculates a predicted probability value for the test 
sample, and if the predicted probability value is higher 
than the preset threshold, the sample is classified as a 
target sample; otherwise, it is classified as an irrelevant 
sample. Scheme et al. (13) proposed a method based 
on linear discriminant analysis (LDA) that generates 
a confidence score for each decision, providing the 
ability to reject decisions with scores below a threshold. 
Robertson et al. (14) found limitations in the confidence 
features of LDA and used support vector machine (SVM) 
confidence scores to make correct decisions. Tomczynski 
et al. (15) used the entropy function output by an 
artificial neural network classifier as a loss function 
and as a criterion for accepting or rejecting gestures. 
Bao et al. (16) generated confidence scores based on 
the posterior probability of the CNN, estimating the 
probability of each output of the classifier is correct. 
Zhou et al. (17) proposed a two-layer classifier that 
combines Gaussian mixture model (GMM) and k-nearest 
neighbor (KNN) models. The classifier determines that a 
gesture is irrelevant when the output probabilities of both 
layers are below a predefined threshold. The probability-
based method has the advantages of simple principle and 
low implementation cost. However, the classification 
probabilities of many target samples may be low, while 
those of irrelevant samples may be high. This ultimately 
affects the accuracy of irrelevant actions discrimination.
 Methods based on one-vs-all classification rules: 
The core idea of this type of method is to train a one-
class classifier for each target class, achieving effective 
discrimination between target and irrelevant samples. 
Specifically, the test sample is input into all classifiers 
to obtain binary classification results for each classifier, 
which are used to determine whether the test sample 
belongs to the corresponding target class of that classifier. 
If the test sample does not belong to any known target 
class, it is classified as irrelevant, otherwise, it is 
classified as a target sample. Ding et al. (18) used a set 

of classifiers composed of one-class Gaussian classifiers 
(GC) to determine whether the input sample belongs 
to the irrelevant class. The purpose of the Gaussian 
classifier is to fit a Gaussian distribution to samples 
belonging to the same target class. Ding et al. (19) used 
a set of classifiers composed of one-class support vector 
data description (SVDD) to exclude irrelevant motion 
interference. The purpose of SVDD is to find a minimum 
volume hyper-sphere to enclose samples belonging to the 
same target class. Wu et al. (20-21) used a set of classifiers 
composed of one-class autoencoder (AE) to address 
irrelevant motion interference. The purpose of AE is 
to reconstruct the input and judge whether the sample 
belongs to the target class based on the relationship 
between the reconstruction error and the threshold. 
Among the methods based on one-vs-all classification 
rules, some simple machine learning methods such 
as GC and SVDD are used to distinguish irrelevant 
gestures. However, these methods assume that the 
target gestures and irrelevant gestures are significantly 
different in the feature space, while the gestures in 
practical applications are indeed unpredictable. In 
contrast, the AE method can more fully exploit the small 
differences between the target and irrelevant gestures 
by calculating the reconstruction error, and improve the 
discriminative performance and stability of the model. 
However, this method is currently mostly used in high-
density myoelectric systems, and the AE reconstruction 
process is easily affected by noise, leading to the limited 
reconstruction performance of the model.
 The detection of irrelevant actions and anomaly 
detection solve very similar problems. Pang et al. 
(22) pointed out that anomaly detection, also known 
as outlier detection or novelty detection, refers to the 
process of detecting instances that deviate significantly 
from the majority of data. This has been a persistent 
and active research area for decades. The AE is a well-
established method in the field of anomaly detection 
(23-25). It is trained on normal data and during testing, 
the reconstruction error of abnormal data is typically 
much larger than that of normal data. By measuring 
the magnitude of the reconstruction error, it becomes 
possible to identify anomalous samples. However, 
methods based on AE and AE variants are usually 
susceptible to data noise presented in the training data. 
With the development of GAN networks, GAN-based 
anomaly detection has rapidly become a popular deep 
anomaly detection method. Schlegl et al. (26) proposed 
the AnoGAN for anomaly detection in clinically-
assisted retinal diseases. AnoGAN was the first paper 
to use GAN for anomaly detection. Zenati et al. (27) 
subsequently introduced EGBAD for anomaly detection 
on handwritten digit image datasets such as MNIST 
and network intrusion datasets like KDD99. Akcay et 
al. (28) proposed the GANomaly method for detecting 
dangerous items such as guns and knives in X-ray 
luggage or package datasets. GANomaly achieved state-
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the encoder. As a result, the feature maps restored by the 
decoder contain more low-level semantic information, 
leading to better reconstruction quality.
 3) To address the problem that the CLEDFF method 
may propagate a large amount of useless information and 
noise from the encoding process to the decoding layer, 
although it can achieve parallel transmission of feature 
information and improve the degree of information reuse, 
this paper proposes to use SE method. After the CLEDFF 
concatenates the feature channels of the encoding 
and decoding, the decoding stage introduces channel 
attention mechanism. This mechanism assigns different 
weights to each feature channel, capturing important 
feature information while suppressing unimportant 
channels. This approach helps improve the reconstruction 
accuracy.

2. Materials and Methods

The overall process of the proposed method for irrelevant 
gesture recognition is shown in Figure 1, which consists 
of three modules: data pre-processing module, feature 
reconstruction network EMG-FRNet module, and 
irrelevant gesture discrimination module. They are 
respectively introduced in sections 2.2, 2.3, and 2.4. 
First, the data pre-processing module is used to obtain 
EMG samples by processing the datasets with data 
segmentation and dimensional transformation, which 
provides the database for training and testing of the 
network model. Then, the EMG-FRNet module is used to 
extract the latent features of the input EMG samples and 
reconstruct the latent features of the EMG samples, and 
finally output the latent features z of the EMG samples 
and the reconstructed latent features ẑ. The module trains 
the network using datasets from the target category and 

of-the-art performance in statistics and computation. 
Li et al. (29-30) implemented user authentication and 
improved system and device security based on the 
GANomaly anomaly detection method and multi-
channel surface EMG signals of hand gestures. However, 
the detection performance of GANomaly in the field of 
EMG irrelevant gesture recognition still needs further 
exploration and improvement.
 Based on the aforementioned issues, this paper 
proposes a feature reconstruction network named EMG-
FRNet for EMG irrelevant gesture recognition. For the 
first time, we introduce GANomaly into EMG irrelevant 
gesture recognition. Building upon this, we incorporate 
additional structures such as channel cropping (CC), 
cross-layer encoding-decoding feature fusion (CLEDFF), 
and SE channel attention (SE) mechanisms. These 
enhancements contribute to the improved performance 
of irrelevant gesture recognition. The main innovative 
points are as follows:
 1) To address the problem that the input of the 
original GANomaly is a three-channel RGB image, 
while this paper is a single-channel myoelectric input, 
the number of feature channels in the network layer is 
redundant. In this paper, we propose a CC method to 
optimize the number of channels in the network feature 
layer, which can significantly reduce the number of 
network parameters while improving the accuracy of the 
network.
 2) To address the issue of spatial information loss 
during the downsampling process in the encoder of the 
original GANomaly generator, which affects the decoding 
performance, this paper proposes the use of CLEDFF. 
This method connects features of different scales from 
the encoding stage to the decoding stage, compensating 
for the lost information in the downsampling process of 

Figure 1. Overall flow chart of irrelevant gesture recognition method. EMG samples are obtained by pre-processing module; then latent features 
z and reconstructed latent features ẑ of EMG samples are obtained by EMG-FRNet module; finally, the reconstructed error between z and ẑ is 
calculated by irrelevant gesture discrimination module and compared with the threshold value to determine the class of EMG samples.
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tests the network using datasets from all categories. The 
network is tested with a small feature reconstruction 
error for the target category samples and a large feature 
reconstruction error for the irrelevant category samples. 
The feature reconstruction error is the difference between 
the latent feature z and the reconstructed latent feature 
ẑ. Finally, the irrelevant gesture discrimination module 
calculates the reconstruction error for z and ẑ and 
compares it with a predefined threshold to determine 
whether the EMG samples belong to the target gestures 
or the irrelevant gestures.
2.1. Dataset

The datasets used in this paper for EMG-FRNet are the 
public datasets NinaproDB1, NinaproDB5, and the self-
collected dataset. The self-collected dataset was obtained 
from stroke patients at Beijing Rehabilitation Hospital, 
Capital Medical University, and informed consent 
was obtained from all subjects in accordance with the 
Declaration of Helsinki, and ethics number 2022bkky-
048 was obtained.
 1) Public dataset DB1 (31): Eight basic hand postures 
of DB1 dataset Exercise B (as in Figure 2(a)) were used, 
and each gesture was acquired 10 times for a total of 10 
healthy subjects. Its acquisition device was a 10-channel 
OttoBock 13E200 with a sampling frequency of 100 Hz. 
The equipment is manufactured by Ottobock, Germany. 
2) Public dataset DB5 (32): Eight basic hand postures of 
DB5 dataset Exercise B (as in Figure 2(a)) were used, 
and each gesture was acquired six times for a total of 
10 healthy subjects. Their acquisition devices were two 
Myo EMG bracelets, where each Myo bracelet had 
8 channels and a sampling frequency of 200 Hz. The 
device is manufactured by Canadian company Thalmic 
Labs.  3) Self-collected dataset: 7 hand movements 
commonly used in life (as in Figure 2(b)) were used, 
and each gesture was acquired 6 times for a total of 

6 subjects. The acquisition device was a Myo EMG 
bracelet with 8 channels and a sampling frequency of 
200 Hz, manufactured by Thalmic Labs, Canada.
 Target category and irrelevant category data 
division: experiments were set up with 1 gesture as the 
target category action and the remaining gestures as 
the irrelevant category actions, traversing all possible 
situations. Specifically, a total of 8 experiments 
were conducted per subject in DB1 and DB5, and 7 
experiments were conducted per subject in the self-
collected dataset.
 Training set and test set data division: the training set 
has only target category data, and the test set has both 
target category and irrelevant category data. Specifically, 
in the DB1 dataset experiments, the 1st, 3rd, 4th, 6th, 8th, 
9th, and 10th gesture repetitions of the target category are 
used to build the training set, and the 2nd, 5th, and 7th 
gesture repetitions of the target category and all gesture 
repetitions of the irrelevant category are used to build the 
test set. In DB5 and self-collected  dataset experiments, 
the 1st, 3rd, 4th, and 6th gesture repetitions of the target 
category are used to construct the training set, and the 2nd 
and 5th repetitions of the target category and all gesture 
repetitions of the irrelevant category are used to construct 
the test set.

2.2. Data pre-processing

First, for all datasets in this paper, only eight channels 
of EMG data were used. The specific reasons are as 
follows: the most important muscle group for EMG 
gesture recognition is concentrated around the forearm 
brachioradialis muscle below the elbow. Commercially 
available eight-channel EMG bracelets are able to cover 
this part of the muscle. Additionally, the configuration 
of such bracelets is portable and has wide practical 
application prospects. Therefore, this data acquisition 

Figure 2. Types of gestures in the dataset used in this paper. (a) 8 gestures in the DB1/DB5 Exercise B dataset; (b) 7 gestures in the self-collected 
dataset.
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scheme has become the first choice for many EMG 
gesture recognition studies.
 Data segmentation: This study utilizes the sliding 
window method to segment the multi-channel EMG 
signals and obtain muscle activity samples of hand 
gestures. Specifically, as shown in Figure 3, we select 
windows of length 128 from the time series data and 
slide them with a fixed step size of 16. This means that 
multiple windows are extracted, with each window 
containing 128 consecutive time values. In this case, 
the data size is 1 × 128. Considering the presence of 8 
channels, the data size of the EMG window samples is 
8x128. This method can effectively segment the EMG 
signals to extract useful time-domain features and 
provide a database for subsequent model training and 
testing.
 Data dimensional transformation: To enhance the 
feature learning in GAN networks, this study conducts 
a data dimensional transformation. Specifically, 
the segmented multichannel EMG samples are 
transformed from a 2D matrix of size 8 × 128 to a 2D 
matrix of size 32 × 32, which better matches the input 

format of the network.

2.3. Feature reconfiguration network EMG-FRNet model

The original GANomaly network architecture, as shown 
in Figure 4(a), consists of two main components: the 
generator G and the discriminator D. The generator 
network G is composed of an encoder GE1, a decoder GD, 
and another encoder GE2, forming an "encoder-decoder-
encoder" structure. Firstly, GE1 learns the latent features 
z of the input data X through downsampling. Then, GD 
upsamples z to generate .  is further downsampled 
by GE2 to learn the feature representation ẑ of . ẑ is 
the reconstructed latent feature of the input data. GE2 
employs the same network structure as GE1. The main 
purpose of the discriminator network D is to distinguish 
between the real input data X and the reconstructed 
input data . During training, the parameters of the 
generator network G and the discriminator network D are 
alternately updated. During testing, the discriminator D 
is discarded. Ultimately, in the testing phase, the network 
obtains the latent features z and reconstructed latent 

Figure 3. Schematic diagram of data segmentation. Windows1 and Windows2 represent myoelectric windows with a length of 128 sampling 
points, and stride represents a step size of 16 sampling points.

Figure 4. Model structure diagram. (a) Structure of the original GANomaly model; (b) Structure of the EMG-FRNet model.



www.biosciencetrends.com

BioScience Trends. 2023; 17(3):219-229.BioScience Trends. 2023; 17(3):219-229. 224

features ẑ of the input data.
 The original GANomaly network has shown good 
performance in image anomaly detection, but its 
performance still needs to be improved when applied to 
EMG gesture recognition. Therefore, this paper proposes 
a feature reconstruction network, EMG-FRNet, for EMG 
gesture recognition. The model structure of EMG-FRNet 
is shown in Figure 4(b). It is an improvement on the 
original GANomaly network by adding CC, CLEDFF, 
and SE.
 (1) CC: As shown in Figure 4(a), the original 
GANomaly network takes in three-channel RGB images, 
while this paper's input is single-channel EMG samples. 
The network contains a large number of redundant 
feature channels, which increases the number of 
parameters in the network, makes training more difficult, 
and affects the performance of the network.
 In order to reduce the redundant feature channels 
of the original GANomaly network, we propose a CC 
method. This method consists of two parts: proportional 
CC and power-of-two CC. Proportional CC reduces the 
number of feature channels in the network according to 
the channel proportion of input samples. Power-of-two 
CC ensures that the number of channels after cropping 
can still be divisible by 2, to maximize the computer's 
processing capability. The CC method proposed in this 
paper is illustrated in Figure 5. In the proportional CC 
part, the feature maps of the original GANomaly network 
are cropped according to a 3:1 ratio, which is due to the 
channel ratio of three-channel RGB images and single-
channel EMG samples. In the power-of-two CC part, the 
number of channels after cropping is required to be an 

integer power of two. Figure 5 shows the CC process of 
the downsampling feature maps. The number of channels 
in the downsampling feature layer is modified from 
(64, 128, 256) to (16, 32, 64). Similar modifications are 
made to the upsampling feature layer, with the number 
of channels changed from (256, 128, 64) to (64, 32, 
16). Furthermore, the number of channels for the latent 
features z and ẑ output by the network remains at 100, as 
shown in Figure 4. This configuration allows for more 
information to be contained in the latent features z and 
ẑ, which leads to more accurate reconstruction error 
calculation in the irrelevant gesture recognition module 
in Figure 1.
 (2) CLEDFF: During the downsampling encoding 
process GE1 of the original GANomaly network from the 
input data X to the latent feature z, the original data is 
compressed continuously through the use of convolution 
and pooling operations. This compression can result 
in information loss, which limits the available feature 
information during the upsampling decoding process GD 
from the latent feature z to the reconstructed data . As 
a result, the reconstruction performance of the generator 
is restricted and the recovery effect of the original data is 
affected.
 To compensate for the information loss during the 
downsampling process, this paper proposes a CLEDFF 
method. As shown in Figure 6, the feature blocks of 
the encoder GE1 are visualized as blue, and the feature 
blocks of the decoder GD are visualized as green. This 
method adds a series of skip connections between the 
encoder GE1 and decoder GD of the generator G. These 
skip connections can directly transmit the original 

Figure 5. CC methods. Including proportional CC and power-of-two CC. Bold numbers in the figure represent the number of channels in the feature 
maps.

Figure 6. Schematic diagram of CLEDFF. Downsampled feature maps and upsampled feature maps for feature fusion.
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high-resolution feature information to the decoder, 
allowing effective fusion of feature information during 
the encoding and decoding process, thus avoiding 
information loss caused by downsampling. The 
implementation steps of this method are as follows: in 
the decoding and recovery process from latent feature 
z to , first, z is upsampled by 2× to obtain the 4 × 4 
× 64 feature block of decoder GD. Secondly, the 4 × 4 
× 64 feature blocks of encoder GE1 and decoder GD are 
concatenated into a 4 × 4 × 128 feature block, which is 
then upsampled by 2× to obtain the 8 × 8 × 32 feature 
block of decoder GD. Then, the 8 × 8 × 32 feature blocks 
of encoder GE1 and decoder GD are concatenated into an 
8 × 8 × 64 feature block, which is further upsampled by 
2× to obtain the 16 × 16 × 16 feature block of decoder 
GD. Finally, the 16 × 16 × 16 feature blocks of encoder 
GE1 and decoder GD are concatenated into a 16 × 16 × 32 
feature block, which is upsampled by 2× to obtain . 
 (3) SE: Since CLEDFF directly connects the same-
scale encoding and decoding features, this connection 
mechanism enables cross-layer information transmission 
and can compensate for information loss. However, 
same-scale features often contain similar but not 
exactly the same information, so the feature information 
transmitted through CLEDFF may contain redundant 
information. The existence of this redundant feature 
information can reduce the network's generalization 
ability and may lead to overfitting problems.
 To avoid the problem of redundant information in 
CLEDFF, this paper proposes the use of SE mechanism. 
As shown in Figure 7, after obtaining the concatenated 
feature maps M through CLEDFF, this method uses the 
SE mechanism to obtain the feature maps M-weight 
containing weight information. The SE mechanism 
mainly consists of three steps: Squeeze, Excitation, and 
Scale (33).
 Squeeze: Firstly, the feature concatenation map M 
of the encoder and decoder is reduced in dimensionality 
through global average pooling, resulting in a numerical 
representation for each feature channel, and yielding 
a feature representation z. This is shown in Equation 
(1), where z represents the feature representation, M 
represents the feature concatenation map, and H, W, and 
C represent the height, width, and number of channels of 
the feature concatenation map.

                                                                            (1)

Excitation: Next, the feature representation z is non-
linearly transformed and mapped into a weight vector 
s. This process is accomplished through two fully 
connected layers, where different numerical values in s 
represent the weight information of different channels. 
As shown in Equation (2), where s represents the weight 
vector, W1 represents the parameters of the first fully 
connected layer, Relu is the activation function of the 
first fully connected layer, W2 represents the parameters 
of the second fully connected layer, and Sigmoid is the 
activation function of the second fully connected layer.

                                                                            (2)

Scale: Finally, the weight vector s is applied to the 
original feature maps M to obtain the weighted feature 
maps M-weight. Specifically, the feature concatenation 
map is weighted by multiplying it with the weight 
vector s generated in the third step, resulting in a feature 
concatenation map containing weight information. As 
shown in Equation (3), where M-weight represents the 
weighted feature maps.

                                                                            (3)

2.4. Irrelevant gesture discriminator module

The process of this module is shown in Figure 1. Firstly, 
the reconstruction error between the feature vectors z and 
ẑ is calculated using L2 distance, as shown in equation 
(4). Then, the reconstruction error is compared with a 
pre-defined threshold value. If the reconstruction error is 
greater than the threshold, it is classified as an irrelevant 
gesture; otherwise, it is classified as the target gesture. 
The equation for the classification is shown in equation 
(5), where 0 represents the target gesture and 1 represents 
the irrelevant gesture.

                                                                            (4)

Figure 7. SE Diagram. The Squeeze operation obtains the feature representation z for each channel of the feature concatenation map M; the 
Excitation operation obtains the weight s for each channel; the Scale operation obtains the feature concatenation map M-weight containing weight 
information.
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                                                                            (5)

 The principles for threshold selection are as follows: 
Firstly, the reconstruction errors of the feature vectors 
from all samples in the test set are sorted. Secondly, 
these values are iterated in ascending order to serve as 
the current threshold. Subsequently, the samples are 
predicted as either belonging to the target category or 
the irrelevant category based on the threshold. Next, by 
combining the predicted labels with the true labels, the 
false positive rate (FPR) and true positive rate (TPR) 
are calculated for each threshold. Finally, the optimal 
threshold is determined by selecting the value at which 
the difference between the TPR and FPR is minimized, 
ensuring the best trade-off between TPR and FPR.

3. Results

3.1. Experimental environment and parameter settings

The computer configuration used in the experiments of 
this study is as follows: an Intel Core i5-8250U CPU 
processor (with 8GB of memory), an NVIDIA GeForce 
940MX graphics card (with 2GB of memory), and the 
Windows 10 operating system. The network model was 
trained and tested using the Python 3.7 programming 
language in the PyTorch 1.2.0 deep learning framework.
 The training parameter settings of the EMG-FRNet: 
Adam optimizer was used with a smoothing constant 
(β1, β2) of (0.5, 0.999), the initial learning rate lr was set 
to 2e−3, the batch size was set to 64, and the number of 
training epochs was set to 200.

3.2. Evaluation Indicators

In this paper, the area under the Receiver Operating 
Characteristic (ROC) curve (AUC) is used to evaluate 
the performance of the model. AUC values range from 
0 to 1, and the larger the AUC value, the better the 
performance of the model.
 The confusion matrix is the basis for drawing the 
ROC curve. In the confusion matrix, TP represents 
true positive, indicating that the sample's true class is 
positive and the model recognition result is also positive. 
Similarly, FN represents false negative, FP represents 
false positive, and TN represents true negative (34).
 Based on the formulas (6) and (7), the FPR and TPR 
can be obtained. FPR represents the ratio of negative 
samples that are incorrectly classified as positive. TPR 
represents the ratio of positive samples that are correctly 
classified as positive.

                                                                            (6)

                                                                            (7)

 For binary classification tasks, a fixed threshold can 
be set to obtain a (FPR, TPR) pair. By plotting the (FPR, 
TPR) pairs corresponding to different thresholds on a 
coordinate system, the ROC curve can be obtained. The 
ROC curve represents the recognition performance of the 
model under different thresholds.
 Furthermore, this paper uses the AUC to quantitatively 
evaluate the performance of the model in recognizing 
irrelevant gestures.

3.3. Comparison experiment

In this paper, the proposed EMG-FRNet for EMG-
based irrelevant gesture recognition is compared with 
the existing methods based on SVDD (19) and AE (20). 
These comparative algorithms are all state-of-the-art 
methods in the field of irrelevant gesture recognition 
and have demonstrated good performance in this area, 
thus we chose them as the comparison algorithms in this 
study.
 The experimental settings are as described in Section 
2.1, where each subject undergoes multiple experiments, 
with a different target gesture category set for each 
experiment. DB1 and DB5 each have 10 subjects, 
and each subject performs 8 different target gesture 
experiments. The self-collected dataset consisted of 6 
participants, with each participant performing 7 different 
target gesture experiments. Firstly, the AUC values 
are recorded for each subject when setting different 
target gestures. Then, the AUC values corresponding 
to different target gestures are averaged to obtain the 
subject's AUC value. Finally, the AUC values of all 
subjects in the dataset are averaged to obtain the dataset's 
AUC value. Figure 8 shows the AUC line graph for 
different subjects in each dataset. Table 1 shows the AUC 
values for each dataset. 
 From Figure 8, it can be seen that for different 
subjects, compared to the SVDD and AE comparison 
algorithms, the AUC value of the EMG-FRNet model 
can always maintain a high and relatively stable level. 
Specifically, the AUC values on different datasets are 
described in Table 1.
 In the aforementioned comparative experiments, 
SVDD performed the worst. The reason for this may 
be that the traditional one-class support vector machine 
method is used, based on spherical hyperplanes. This 
method leads to poor classification performance in the 
case of complex data distributions such as EMG samples. 
The AE achieves improvement based on the SVDD.  
This may be because AE uses an autoencoder method for 
feature learning and extraction, which can better explore 
the intrinsic features of data. The EMG-FRNet achieves 
improvement based on the AE. The reason for this may 
be that the method utilizes the advantages of Generative 
Adversarial Networks (GANs) in anomaly detection. It 
also combines strategies such as CC, CLEDFF, and SE 
to further improve the model's performance in EMG 
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irrelevant gesture recognition tasks.
 In conclusion, the proposed EMG-FRNet achieves 
state-of-the-art (SOTA) performance in the task of EMG 
irrelevant gesture recognition.

3.4. Ablation experiments

To validate the effectiveness of the proposed method, the 
following ablation experiments were conducted: based 
on the original GANomaly network, CC, CLEDFF, 
and SE were successively added. In the legend below, 
GANomaly is represented as Baseline, GANoamly+CC 
is represented as Model 1, GANomaly+CC+CLEDFF 
is represented as Model 2, and GANomaly+CC+ 
CLEDFF+SE (EMG-FRNet) is represented as Model 3.
 The experimental setup is described in Section 2.1. 
Figure 9 demonstrates the AUC fold plots for different 
subjects for each dataset. Table 2 demonstrates the AUC 
values for each dataset. 
 From Figure 9, it can be seen that the performance of 
Baseline, Model 1, Model 2, and Model 3 increases in 
turn. Specifically, the AUC values on different datasets 
are described in Table 2.
 In the ablation experiments, Model 1 achieves 
improvement based on the Baseline. The reason for 
this improvement is that the CC reduces the impact of 
redundant features in the original GANomaly network 
on model performance. Model 2 further improves upon 
Model 1. The reason for this improvement is that the 
CLEDFF can compensate for information loss during 
downsampling. Model 3 has been improved from model 
2. The reason for this improvement is that the SE can 
avoid the problem of redundant information brought 
by feature fusion, making the network focus on more 
important features and improving the reconstruction 

performance of the model.
 In summary, the proposed model EMG-FRNet 
achieves the best performance in the task of recognizing 
irrelevant gestures. CC, CLEDFF, and SE all improve 
the model's performance to varying degrees.

4. Discussion

Currently, the recognition performance of most studies 
on EMG irrelevant gesture recognition is unstable. 
This paper establishes a connection between the EMG 
irrelevant gesture recognition and anomaly detection 
fields, and for the first time applies GANomaly to EMG 
irrelevant gesture recognition. Based on this, a feature 
reconstruction network, EMG-FRNet, is proposed 
for EMG irrelevant gesture recognition. The network 
exhibits a small feature reconstruction error for target 
class samples and a large feature reconstruction error for 
irrelevant class samples, which improves the ability to 
distinguish between target and irrelevant samples. We 
verify the feasibility of the proposed method through 
experiments, and the results show that our method 
can maintain a high level of performance in all EMG 
datasets. 
 In this paper, we have achieved high reliability in 
distinguishing target gestures from multiple irrelevant 
gestures. However, in practical myoelectric interaction 
applications, there are often multiple types of target 
gestures, which not only require us to distinguish 
between target and irrelevant gestures but also to 
distinguish between different categories of target 
gestures. In addition, there are other types of interference 
in practical myoelectric interaction applications, such as 
electrode displacement, muscle fatigue, user differences, 
etc., which can lead to poor interaction effects. Therefore, 
for future research, we will further explore the following 
aspects: (i) Based on the EMG-FRNet method proposed 
in this paper, we aim to achieve the distinction between 
multiple target gestures and multiple irrelevant gestures, 
as well as the distinction between different categories 
of target gestures. (ii) Additionally, we will seek 
corresponding solutions for other types of interference, 
with the goal of improving the interaction effects in 
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Table 1. AUC values for each dataset (Comparison experiment)

Model Name

SVDD (19)
AE (20)
EMG-FRNet

DB5

0.753
0.819
0.926

DB1

0.744
0.882
0.940

Our dataset

0.719
0.907
0.969

Figure 8. AUC line chart for different subjects in each dataset. (a)-(c) represent the AUC line charts of SVDD, AE, and EMG-FRNet on different 
subjects in DB1, DB5, and the self-collected dataset, respectively.
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practical myoelectric applications.
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Ultrasound image guidance is a method often used to 
help provide care, and it relies on the accurate perception 
of information from ultrasound images to guide medical 
procedures. It has become an indispensable tool in 
many clinical settings, ranging from diagnostics and 
interventions to minimally invasive therapies (1). 
Moreover, ultrasound images can be used as guidance 
to direct surgery and can also be acquired by a robot to 
further develop an autonomous image-guided process 
(2). One critical aspect of ultrasound image guidance 
is image segmentation, which involves identifying and 
delineating specific structures or regions of interest 
within ultrasound images. Image segmentation plays a 
crucial role in ultrasound-guided procedures as it enables 
physicians to accurately locate and target the tissues 
or structures of interest, monitor their changes in real-
time, and guide the intervention or therapy accordingly 
(3). Moreover, the segmented structures can serve as 
the basis for planning and guiding robotic ultrasound 
systems, enabling autonomic positioning of an ultrasound 
probe for optimal imaging of the regions of interest (4). 
Therefore, accurate segmentation is essential for precise 
targeting and localization of structures, and it is currently 
achieved with AI models that have different structures. 
However, the reliance on specific AI models for tissue 
segmentation limits autonomous ultrasound image-
guided procedures, like high-intensity focused ultrasound 

(HIFU) therapy, in clinical settings (5). It may require 
frequent updates and retraining of the AI models to adapt 
to different tissues, which is time-consuming and may 
not always be feasible in clinical settings (6). In addition, 
the availability of labeled ultrasound datasets for training 
may be limited, and especially those for rare diseases 
or specific procedures, further adding to the challenges 
of developing accurate and robust tissue segmentation 
models for intelligent ultrasound image guidance (6).
 Large models, also called foundation models, have 
brought about a revolution in many fields, driving 
breakthroughs in diverse applications (7). One such 
model, ChatGPT, has garnered considerable recognition 
for its ability to generate human-like text responses 
and engage in interactive conversations (8). Numerous 
experts have described the potential for large models 
to be used in healthcare and their impact on traditional 
healthcare models (9). Inspired by the success of 
ChatGPT, the Segment Anything Model (SAM) is a 
state-of-the-art foundation model that enhances the 
generalization capability of image segmentation to new 
heights (10). Although several studies are attempting to 
improve segmentation generalizability by introducing 
new structures, large models are still only trained for a 
single anatomy. In contrast, SAM leverages advanced 
machine learning algorithms to automatically identify and 
delineate objects, structures, or regions of interest within 
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Ultrasound image guidance is a method often used to help provide care, and it relies on accurate 
perception of information, and particularly tissue recognition, to guide medical procedures. It is 
widely used in various scenarios that are often complex. Recent breakthroughs in large models, 
such as ChatGPT for natural language processing and Segment Anything Model (SAM) for image 
segmentation, have revolutionized interaction with information. These large models exhibit a 
revolutionized understanding of basic information, holding promise for medicine, including the 
potential for universal autonomous ultrasound image guidance. The current study evaluated the 
performance of SAM on commonly used ultrasound images and it discusses SAM's potential 
contribution to an intelligent image-guided framework, with a specific focus on autonomous and 
universal ultrasound image guidance. Results indicate that SAM performs well in ultrasound image 
segmentation and has the potential to enable universal intelligent ultrasound image guidance.

Correspondence



www.biosciencetrends.com

BioScience Trends. 2023; 17(3):230-233.BioScience Trends. 2023; 17(3):230-233.

images, regardless of their multimodality or diversity. 
With its unprecedented capabilities, SAM opens up 
new possibilities for visual analysis, understanding, and 
manipulation in different fields. The versatility of SAM 
in segmenting different organs enhances the potential of 
intelligent medical image guidance in various scenarios. 
Unlike traditional models that require the training of 
specific segmentation models for each organ, SAM's 
ability to segment different organs with a high level of 
accuracy allows for a more generalized approach (11). 
The current study has evaluated the performance of 
SAM on ultrasound image segmentation and assessed if 
the results can serve as a catalyst for a universal image-
guided system, as shown in Figure 1. 
 The evaluation was performed in two parts, focusing 
on SAM's performance on ultrasound image data and the 
reliability of the segmentation results for guidance. To 
assess SAM's performance, three models of interaction 
were selected, namely Everything mode, Click mode, and 
Box mode, with each representing a level of interaction. 
In Everything mode, SAM automatically segments the 
image within its range of detection. In Click mode, 
SAM utilizes human clicks on the image as prompts 
for segmentation, with these clicks randomly generated 
within the region of the ultrasound image segmentation 
label. Lastly, in Box mode, SAM segments are based on 
boxes drawn by a human on the image as prompts, where 
the enclosing boxes are generated from the segmentation 
labels of the ultrasound image. In addition, Click mode 
and Box mode were combined in Click-Box mode to 
include more interactive information.
 The quantitative evaluation metric used in this study 
is the DICE coefficient between the labels and the 
segmentation results obtained from SAM (12). DICE 
measures the similarity between two samples and is a 
reproducibility validation metric most frequently used 
in medical image segmentation. Three public ultrasound 
image datasets, denoted as Carotid Artery (13), Thyroid 

(14), and Heart (15), were selected for evaluation. These 
datasets consist of continuous ultrasound images, which 
are more representative of the real-time acquisition of 
ultrasound images during guidance. In the Click model, 
the accuracy of segmentation was 0.877 ± 0.115 for the 
Carotid artery, 0.427 ± 0.320 for the Thyroid, and 0.326 
± 0.153 for the Heart. In the Box model, the accuracy 
of segmentation was 0.908 ± 0.041 for the Carotid 
artery, 0.829 ± 0.126 for the Thyroid, and 0.841 ± 0.098 
for the Heart. In the Click-Box model, the accuracy of 
segmentation was 0.909 ± 0.041 for the Carotid artery, 
0.829 ± 0.121 for the Thyroid, and 0.867 ± 0.051 for the 
Heart. Figure 2 shows some ultrasound images obtained 
using different segmentation models. Results generated 
by the Everything model are difficult to evaluate 
quantitatively due to the inclusion of multiple objectives. 
The results of quantitative segmentation reveal that SAM 
can achieve a high level of accuracy in carotid artery 
segmentation when provided with correct prompts, 
such as Click mode and Box mode. Click-Box mode 
performs better as the prompts are more informative. 
In contrast, Everything mode segments all potential 
structures, including blood vessels, and may have 
difficulty depicting the major structure of interest. This 
suggests that ultrasound image segmentation requires 
more informative prompts for SAM compared to natural 
image segmentation in order to accurately reveal the 
target structure.
 Another important aspect to consider in evaluating 
the usability of segmentation results for autonomic 
guidance is continuity, which determines the stability and 
flexibility of guidance in a continuous process (16-18). 
To assess this, the stability of the segmentation results 
was evaluated based on sequential images, in specific 
terms, the standard deviation of the segmentation results 
within an image sequence. For each dataset, five sets 
of images were selected for evaluation. Each contains 
10 consecutive images. The standard deviation of the 
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Figure 1. Can "Segment Anything" help with fully autonomous ultrasound image guidance?
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ChatGPT, SAM relies on well-developed prompts to 
yield stable and accurate outputs, which requires a 
certain level of operator experience (19-22). This also 
means that fully autonomous ultrasound image guidance 
for different tissues still requires a lot of work. Second, 
the performance on medical data, such as ultrasound 
images, needs to be improved. Medical images have 
distinct imaging principles and characteristics compared 
to natural images, which may limit the applicability 
of SAM's segmentation model to ultrasound images. 
Therefore, developing a general segmentation model 
specifically for medical images is worth investigating 
(23). Moreover, continuous data, such as continuous 
ultrasound images or video, containing temporal 
information can provide effective cues for segmentation. 
Thus, exploring the use of continuous data in conjunction 
with SAM for image segmentation can be beneficial.
 In conclusion, the emergence of SAM and other 
large models has opened up numerous possibilities for 
image-based downstream tasks, including an intelligent 
or autonomous ultrasound image guidance system. With 
further iteration of large models and refinement of data, 
the current authors believe that fully intelligent medical 
image-guiding systems and autonomous image-guided 
therapy will become a reality in the future.
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three SAM segmentation models on the Carotid artery 
sequence was 0.137, 0.066, and 0.065. The standard 
deviation of the three SAM segmentation models on 
the Thyroid sequence was 0.273, 0.153, and 0.150. 
The standard deviation of the three SAM segmentation 
models on the Heart sequence was 0.112, 0.117, and 
0.074. Data on the Heart had a lower standard deviation 
than data on carotid artery segmentation, which 
is inconsistent with segmentation accuracy. These 
results indicate that while the overall accuracy of the 
segmentation results may be satisfactory in carotid artery 
images, there are still fluctuations in the stability of the 
continuous sequential images. These instabilities can 
lead to shifts and errors in autonomic guidance during 
imaging and can accumulate during clinical guidance. 
This is presumably because SAM does not currently take 
into account the continuity between input images, as it is 
designed to segment a single image without considering 
the contextual relationship between similar frames in 
video data. 
 The breakthrough achieved with SAM has brought 
possibilities for downstream tasks based on image 
segmentation, including fully autonomous ultrasound 
image-guided medical procedures. Preliminary results 
have revealed that SAM can achieve a good segmentation 
accuracy for ultrasound images with sufficient prompts, 
although it requires an additional interaction process 
compared to a specially trained model. However, the 
instability in continuous image segmentation, due to 
the lack of contextual information, introduces errors in 
long-term guidance. Overall, SAM has great potential 
as a large model for image segmentation in general-
purpose tasks, but there are some areas that can be 
improved. First, the prompts need to be enhanced. Like 

Figure 2. Qualitative results of SAM segmentation of ultrasound images. For simple and obvious structures, SAM yields accurate 
segmentation results and good sequence stability, even in less interactive Click mode. For less clear tissues such as the thyroid, however, SAM 
still fails to segment the tissue accurately in Box mode. And due to the lack of prompt input, Everything mode can automatically segment easily 
discerned tissues in ultrasound images but the results obtained are not those desired. Pictures were generated from: https://segment-anything.com
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Tuberculosis (TB) is a common infectious disease 
caused by infection with Mycobacterium tuberculosis 
that may spread via aerosol and involve various organs 
(1). More than 10 million cases are confirmed per 
year. Other than COVID-19, TB is the second leading 
cause of death due to infectious disease (2,3). TB 
remains a major public health concern, particularly in 
developing countries, and indeed it cannot be ignored 
or underestimated. Earlier appropriate diagnosis and 
timely anti-TB therapy may result in better clinical 
outcomes. However, many conventional diagnostic 
methods, such as biomedical imaging, bacteriological 
diagnosis, molecular diagnosis, and immunologic 
testing, suffer from several methodological flaws, 
resulting in a low specificity, low sensitivity, and 
demanding conditions for pathogen detection (4-6). 

The main technological difficulty lies in the fact that M. 
tuberculosis might be shielded by host macrophages, 
so latent and dormant intracellular M. tuberculosis is 
extremely difficult to detect or eradicate (7,8). An ideal 
method of diagnosing TB in clinical practice should 
have several characteristics: i) satisfactory sensitivity 
and specificity; ii) rapid M. tuberculosis detection 
achieved with minimal sample processing; and iii) a 
high sensitivity so that it can be used to screen patients 
with TB from patients with a suspected M. tuberculosis 
infection (9,10). Since conventional methods are far 
from satisfactory, development of rapid, sensitive, 
and accurate tools for diagnosis of intracellular M. 
tuberculosis is an urgent task for global TB researchers. 
 Unlike other bacteria, M. tuberculosis has a special 
cellular structure. The cytoderm of M. tuberculosis 
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SUMMARY
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Detecting and appropriately diagnosing a Mycobacterium tuberculosis infection remains 
technologically difficult because the pathogen commonly hides in macrophages in a dormant state. 
Described here is novel near-infrared aggregation-induced-emission luminogen (AIEgen) labeling 
developed by the current authors' laboratory for point-of-care (POC) diagnosis of an M. tuberculosis 
infection. The selectivity of AIEgen labeling, the labeling of intracellular M. tuberculosis by AIEgen, 
and the labeling of M. tuberculosis in sputum samples by AIEgen, along with its accuracy, sensitivity, 
and specificity, were preliminarily evaluated. Results indicated that this near-infrared AIEgen 
labeling had satisfactory selectivity and it labeled intracellular M. tuberculosis and M. tuberculosis in 
sputum samples. It had a satisfactory accuracy (95.7%), sensitivity (95.5%), and specificity (100%) 
for diagnosis of an M. tuberculosis infection in sputum samples. The current results indicated that 
near-infrared AIEgen labeling might be a promising novel diagnostic tool for POC diagnosis of M. 
tuberculosis infection, though further rigorous verification of these findings is required.
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is reported to consist of a cytoplasmic lipid bilayer, 
peptidoglycan (PG) layer, arabinogalactan layer, 
mycomembrane, and capsule that contribute to building 
a solid barrier that facilitates the survival and virulence 
of M. tuberculosis (11). However, the complicated 
structure of the M. tuberculosis cytoderm enables 
the exploration of novel targets for detecting M. 
tuberculosis, such as targets in the PG layer. Specific 
pentapeptides (L-Ala-D-iso-Gln-m-DAP-D-Ala-D-
Ala) are crossed-linked with N-acetylmuramic acid 
(MurNAc) in the PG layer via L, D-transpeptidases 
catalysis (12). Studies have reported that D-Ala-linked 
fluorescent probes have marked potential to label the 
PG layer of the M. tuberculosis cytoderm by serving as 
an external D-Ala substrate, enabling visualization of M. 
tuberculosis replication, thereby distinguishing living 
M. tuberculosis from dead cells (13,14). However, many 
of the commercially available fluorophores have a low 
emission efficiency and low sensitivity in an aggregate 
state due to the phenomenon of aggregation-caused 
quenching (ACQ) (15). Accordingly, aggregation-
induced emission luminogens (AIEgens), which are 
molecules that are highly emissive in an aggregate state 
(limited intramolecular motion), had to be developed to 
address this problem (16,17). Thus, development of a 
metabolic-labeling AIEgen is a potential good solution 
for accurate point-of-care (POC) diagnosis of an M. 
tuberculosis infection. A previous study by the current 

authors described an M. tuberculosis cytoderm-labeling 
AIEgen for rapid detection and intracellular ablation 
of M. tuberculosis that had better detection sensitivity 
compared to conventional acid-fast staining (17). 
AIEgen with near-infrared fluorescence was urgently 
needed in order to better penetrate so as to facilitate in 
vivo labeling of M. tuberculosis in subjects (18). Thus, 
the current authors developed a near-infrared AIEgen 
(TPAPy-S-D-Ala) for metabolic labeling of PG to 
enable high-throughput diagnosis of M. tuberculosis 
(Figure 1). The AIE functional motif (TPApy-S) and 
the metabolic motif (D-Ala, with PG-layer-specific 
metabolic labeling) are linked using click chemistry to 
yield TPAPy-S-D-Ala. The entire diagnostic process 
involving TPAPy-S-D-Ala is shown in Figure 1A and it 
includes collection of the sputum sample, obtaining of 
TPAPy-S-D-Ala, incubation of samples with TPAPy-S-
D-Ala, high-throughput screening, and finally readout 
of the diagnostic results (Figure 1A). The mechanisms 
of incubation are clear but extremely important 
(Figure 1B), namely, the external D-Ala molecules 
of the AIEgen are efficiently integrated into PG and 
are solidly aggregated on the cytoplasmic membrane, 
resulting "turning on" fluorescence so that the M. 
tuberculosis cells can be labeled. The fluorescence 
intensity of labeled M. tuberculosis can be quantified 
with a microplate reader to enable the diagnosis of TB 
(Figure 1).

235

Figure 1. Introduction of a newly developed AIEgen for POC diagnosis of a Mycobacterium tuberculosis infection. (A) Process for diagnosis 
of an M. tuberculosis infection using TPAPy-S-D-Ala, an AIEgen with near-infrared fluorescence developed by the current authors' laboratory. 
Sputum samples were collected and labeled with TPAPy-S-D-Ala at 37℃ for 2 h. Then, a plate reader was used to conduct high-throughput 
tuberculosis screening. (B) Underlying mechanisms of TPAPy-S-D-Ala in the metabolic labeling of M. tuberculosis. TPAPy-S-D-Ala molecules 
are integrated into the peptidoglycan layer of the cytoderm and "turn on" the fluorescence of M. tuberculosis after incubation for 2 h.
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B). iii) Evaluation of the labeling of M. tuberculosis 
in sputum samples by AIEgen Sputum samples from 
M. tuberculosis-positive patients and healthy controls 
were collected and exposed to TPAPy-S-D-Ala. As 
shown in Figure 2C, M. tuberculosis-positive sputum 
samples exhibited a clear "turning on" of fluorescence 
after TPAPy-S-D-Ala labeling, whereas no fluorescence 
was observed in M. tuberculosis-negative sputum 
samples from the healthy controls (Figure 2C). The 
fluorescence intensity of the M. tuberculosis-positive 
sputum samples was significantly greater than that of 
the sputum samples from the healthy controls (Figure 
2D). iv) Evaluation of the accuracy, sensitivity, and 
specificity of the AIEgen A comprehensive gold 
standard was established to definitively diagnose TB by 
comprehensively considering clinical manifestations, 
radiological findings, and laboratory results from 
a given patient. Conventional acid-fast staining 
was performed in parallel. Based on the index of 
fluorescence intensity, TPAPy-S-D-Ala labeling had 
an accuracy of 95.7%, a sensitivity of 95.5%, and a 
specificity of 100% in diagnosing an M. tuberculosis 
infection in sputum samples (vs. an accuracy of 65.2%, 
a sensitivity of 63.3%, and a specificity of 100% for 
acid-fast staining) (Figure 2E). Hence, the selective 
labeling of intracellular M. tuberculosis and M. 

 The metabolic labeling efficiency of TPAPy-
S-D-Ala was preliminarily verified in terms of the 
following aspects: i) Selectivity of TPAPy-S-D-Ala 
The specificity with which TPAPy-S-D-Ala identified 
M. tuberculosis was investigated via clinical digestion 
and incubation with various bacteria. The species used 
included Escherichia coli, Staphylococcus aureus, 
Klebsiella pneumoniae, Acinetobacter baumannii, 
and Bacillus Calmette-Guerin (BCG, a model for M. 
tuberculosis). As shown in Figure 2A, only the panels 
that included M. tuberculosis (BCG and a mixed 
infection) were found to be labeled by TPAPy-S-D-Ala, 
indicating that TPAPy-S-D-Ala was highly selective 
at labeling an M. tuberculosis infection. ii) Evaluation 
of the labeling efficiency for intracellular bacteria 
TPAPy-S-D-Ala was co-incubated with RAW264.7 
cells infected with BCG and intact RAW264.7 cells 
(control) for 2 h. The results were observed using 
a laser scanning confocal microscope (Zeiss 700, 
Germany; excitation, 488 nm). Results indicated that 
the fluorescence intensity of intracellular BCG labeled 
by TPAPy-S-D-Ala was markedly greater than that 
of the control (Figure 2B). These results indicated 
that the AIEgen was effective at labeling intracellular 
M. tuberculosis, so it might be able to serve as a 
promising tool for diagnosis of latent TB (Figure 2A, 

Figure 2. Verification of the labeling of M. tuberculosis by AIEgen. (A) Verification of the selective labeling of M. tuberculosis by TPAPy-S-D-
Ala. Obviously, only samples infected with M. tuberculosis (BCG and a mixed infection) were labeled. Microbes were labeled in red by AIEgen. 
(B) Verification of the intracellular effects of TPAPy-S-D-Ala on M. tuberculosis. Only cells infected with M. tuberculosis were labeled. Microbes 
were labeled in red by AIEgen. (C) Verification of the labeling of M. tuberculosis in sputum samples by TPAPy-S-D-Ala. Only M. tuberculosis 
in sputum samples from infected patients was labeled. Microbes were labeled in red by AIEgen. (D) Outcomes of M. tuberculosis identification 
by TPAPy-S-D-Ala labeling. A total of 26 sputum samples (22 samples from patients infected with M. tuberculosis and 4 samples from healthy 
controls) were observed. N means negative, FN means false negative, and P means positive. (E) Evaluation of the accuracy, sensitivity, and 
specificity of TPAPy-S-D-Ala labeling in comparison to conventional acid-fast staining of sputum samples.
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tuberculosis in sputum samples by this near-infrared 
AIEgen (TPAPy-S-D-Ala), along with its accuracy, 
sensitivity, and specificity, were preliminarily verified. 
This near-infrared AIEgen was therefore considered 
to have great potential for use in the clinical diagnosis 
of TB due to its rapid, sensitive, and precise nature. 
However, well-designed randomized controlled trials 
(RCTs) with a large sample are needed to obtain robust 
evidence for clinical use of this AIEgen, and these 
RCTs are now being planned. 
 In conclusion, a near-infrared AIEgen (TPAPy-
S-D-Ala) was developed for POC diagnosis of an M. 
tuberculosis infection. TPAPy-S-D-Ala can efficiently 
aggregate in the PG layer of the bacterial cytoderm 
by acting as an exogenous substrate of D-amino acid 
during PG biosynthesis, and this may facilitate the 
rapid and sensitive detection of living M. tuberculosis 
in macrophages. Preliminary data indicated that this 
near-infrared AIEgen selectively labels intracellular M. 
tuberculosis and M. tuberculosis in sputum samples, 
with satisfactory accuracy, sensitivity, and specificity in 
comparison to conventional acid-fast staining. Hence, 
TPAPy-S-D-Ala is a promising diagnostic tool for rapid 
and accurate detection of M. tuberculosis and it might 
be a good tool to mass screen for an M. tuberculosis 
infection, particularly in people in developing countries. 
The efficiency and safety of TPAPy-S-D-Ala should be 
further verified in large-scale RCTs before this labeling 
is widely used in clinical practice.
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The priority for prevention and control of infectious diseases: 
Reform of the Centers for Disease Prevention and Control – 
Occasioned by "the WHO chief declares end to COVID-19 as a global 
health emergency"

Mingyu Luo1,§, Fuzhe Gong2,§, Jinna Wang1,*, Zhenyu Gong1,*

1 Department of Communicable Disease Control and Prevention, Zhejiang Provincial Center for Disease Prevention and Control, Hangzhou, 
Zhejiang, China; 

2 Zhejiang University School of Medicine, Hangzhou, Zhejiang, China.

At the beginning of 2020, the novel coronavirus disease 
2019 (COVID-19) pandemic began in China and then 
swept around the world. The World Health Organization 
(WHO) declared the COVID-19 outbreak a global 
pandemic on March 11, 2020. Three years later, the 
WHO finally announced that COVID-19 is no longer a 
global health emergency (1) (Figures 1 & 2). The new 
norm for COVID-19 may be smaller, more frequent, 
and less fatal outbreaks rather than seasonal outbreaks. 
Since the COVID-19 pandemic has passed, now is the 
time to enhance the public health system to respond to 
normalized management of COVID-19 and potential 
risks of other emerging infectious diseases (EIDs).

Characteristics of infectious diseases

The ability to spread is the most significant characteristic 

of infectious diseases. If effective prevention and 
control strategies are not implemented at critical points, 
the spread of an epidemic can rapidly reach critical 
proportions, resulting in substantial harm to public 
health, socioeconomics, and people's livelihoods. 
 In history, common infectious diseases have caused 
enormous harm. During the fourteenth century, the 
bubonic plague killed about 25 million people (2). The 
third plague pandemic began in Yunnan Province, the 
border area between China and Burma, and it continued 
in Yunnan province for 184 years (1772-1995), with 
nearly one million people dead (3). After Spanish 
colonists brought smallpox to the Americas, the native 
Indian population in central Mexico was decimated to 
one tenth of its original size by 1568 (4). During the 
seventh global cholera pandemic, the disease reached its 
worst level in 1991, and more than 594,000 cases were 
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SUMMARY

Keywords reform, infectious disease; Center for Disease Prevention and Control, health policy

The novel coronavirus disease 2019 (COVID-19) pandemic has revealed that infectious diseases will 
present a significant worldwide threat for a long time in the future. Centers for Disease Prevention 
and Control (CDCs) worldwide have developed for nearly 80 years to fight against infectious 
disease and protect public health. However, at the advent of the 21th century, the responsibility for 
prevention and control of infectious diseases has gradually been marginalized in the CDC system. 
The COVID-19 pandemic has also provided a glimpse into the overburdened operational process and 
inadequate personnel reserve of the current system of CDCs. In addition, a long-term multisectoral 
joint mechanism has not been created for sharing information and cooperation to facilitate public 
health. Reform of the system of CDCs or public health is very necessary. A global prevention and 
control system should be envisioned and implemented worldwide, and vertical management should 
be implemented throughout all levels of CDCs to improve their structure and administrative status. 
The WHO should expand its scope of responsibilities, especially with regard to mechanisms for joint 
prevention and control of infectious diseases, to substantially implement the "One Health" concept. 
The International Health Regulations (IHR) and relevant laws and regulations should enshrine the 
CDC's authority in administration and policy-making to deal with outbreaks or pandemics of infectious 
diseases.
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and control infectious diseases affect not just public 
health but also political and national security.

Current status of and problems with the system of 
Centers for Disease Prevention and Control

In a classic epidemiological case - the Broad Street 
cholera outbreak, John Snow made full use of 
epidemiological methodologies and he introduced 
comparison, probability, and other epidemiological 
concepts (11). In 1946, the Communicable Disease 
Center was established in Atlanta in the US. Its 
primary mission was simply to prevent malaria from 
spreading across the nation, and that was then expanded 
to other communicable diseases (12). In the 1950s, 
the Epidemiological Intelligence Service (EIS) was 
established, and the EIS began systematically training 
epidemiological field specialists. 
 In China, the Communist Party of China and the 
Government emphasize the prevention and control of 

reported (5). The incidence of cholera remained high 
throughout the 1990s, and 140,000 to 590,000 cases 
were reported in 59 to 94 countries and regions around 
the world (6).
 Unlike other diseases such as non-communicable 
chronic diseases (NCDs), the cause of an infectious 
disease can usually be identified as a single pathogenic 
microorganism. Vaccines targeting a specific pathogenic 
microorganism are the most crucial intervention to 
achieve herd immunity and prevent the spread of 
infectious diseases. In addition, if a pathogen has yet 
to be identified or while a vaccine is still be prepared, 
physical containment strategies such as patient isolation, 
contact tracing, and personal protective equipment can 
also intercept transmission and protect public health in 
the early stage of an outbreak. After thousands of years 
of efforts, mankind has accumulated vast experience 
in fighting infectious diseases. Numerous common 
infectious diseases such as smallpox and poliomyelitis 
have been effectively controlled and successfully 
eradicated (7,8).
 However, EIDs have been attracting increasing 
attention in the 21st century. (Figure 3). In 2003, an 
outbreak of severe acute respiratory syndrome (SARS) 
was identified in China and then spread to four other 
countries. During the SARS pandemic, 5,327 cases 
and 349 deaths were reported on the Chinese mainland 
(9). The COVID-19 pandemic continues to ravage the 
world; as of May 24, 2023, over 766 million confirmed 
cases and over 6.8 million deaths have been reported 
globally (10) (Figure 4). The public needs to realize that 
infectious diseases such as respiratory infectious diseases 
and vector-borne diseases remain a major threat to public 
health. At the same time, governments should consider 
the enormous disruption that infectious diseases bring to 
economic and social stability. Thus, strategies to prevent 

Figure 3. Emerging infectious diseases worldwide since 2000.

Figure 4. Global confirmed cases of COVID-19 reported to the 
WHO as May 24, 2023. Globally, as of 6:03 AM CEST, 24 May 2023, 
there have been 766,895,075 confirmed cases of COVID-19, including 
6,935,889 deaths, reported to the WHO. 
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infectious diseases. Multiple levels of sanitation and 
epidemic control stations (at the provincial, prefectural, 
and county level) were established nationwide by 1953. 
Through the hard work of three generations of health 
workers, epidemics of serious infectious diseases such as 
the plague and cholera were successively controlled, and 
smallpox was eradicated. Public health has significantly 
improved in China.
 In 1946, the Harvard School of Public Health became 
an independent, degree-granting body and was no longer 
affiliated with the medical school (13). Since then, the 
gulf between public health and clinical treatment has 
become ever wider. With the advent of the 21st century, 
academics generally believe that the highest proportion 
of deaths has changed from acute infectious diseases to 
chronic diseases, and especially in developed countries. 
The Center for Disease Prevention and Control (CDC) 
has begun to take on more responsibilities with regard to 
providing health education and monitoring risk factors 
for chronic diseases. The prevention and control of 
infectious diseases has gradually been marginalized, 
and related departments have been abolished or merged 
with other departments; departments which are mainly 
responsible for disinfection and vector control have 
been merged with other departments. The attrition of 
specialists and loss of expertise are serious.
 Although a long-term multisectoral joint mechanism 
has prescribed by the Law on the Prevention and 
Treatment of Infectious Diseases in the People's Republic 
of China, this mechanism has not been fully created. 
An uninterrupted mechanism of sharing public health 
information, such as sharing information between the 
clinical medical system and CDCs, a channel for sharing 
information between health administrative departments 
and other departments (such as the environmental 
protection department and the agricultural department) 
has not been created. In addition, CDCs are responsible 
for disease surveillance and data reporting, but they are 
not authorized to announce information on the status of 
infectious diseases.

Suggested reforms for the system of CDCs

This COVID-19 pandemic has provided a glimpse into 
the overburdened operational process and inadequate 
personnel reserve of the current system of CDCs. Public 
health is essential to national stability and essential to 
global economic development, global political security, 
and even globalization. Reform of the system of CDCs 
or public health is very necessary. 
 (1) A global prevention and control system should be 
devised and implemented worldwide (14). Governments 
should be mindful of improving the administrative 
status of CDCs, and vertical management should be 
implemented throughout all levels of CDCs. In addition, 
global public health education and creation of teams of 
public health specialists should be enhanced, and a public 

health system that includes integration of medical care 
and prevention in colleges should be created. Clinicians 
should enhance the awareness of public health; especially 
when treating patients suggestive of infectious disease, 
clinicians should pay attention to sources of infection and 
further proliferation. This would enhance the prevention 
of infectious diseases in the field of clinical medicine 
rather than simply enhancing methodologies of clinical 
epidemiology.
 The WHO should expand its scope of responsibilities, 
especially with regard to joint mechanisms for prevention 
and control of infectious diseases. The new International 
Health Regulations (IHR) should be revised to enshrine a 
joint mechanism of preventing and controlling infectious 
diseases in the law. The "One Health" concept should 
be substantially implemented by the WHO, the World 
Organization for Animal Health (OIE), the Food and 
Agriculture Organization of the United Nations (FAO), 
and other authorities to facilitate interdisciplinary, cross-
departmental, and cross-regional cooperation and to 
ensure harmony among human health, animal health, and 
the state of the environment (15,16). CDCs should also 
search for supports of social forces and explore public 
mobilization for prevention and control of infectious 
diseases. For example, the construction of "mosquito-
free villages" by Zhejiang Provincial CDC since 2016 
has provided a sustainable mechanism supported by 
whole local villagers to prevent mosquito-borne diseases. 
Globally, mechanisms of cooperation and sharing 
information should also be enhanced between CDCs and 
clinical healthcare systems to combat infectious diseases.
 The IHR and the Law on the Prevention and 
Treatment of Infectious Diseases should enshrine CDC's 
authority in administration and policy-making to deal 
with outbreaks or pandemics of infectious diseases.
 (2) In China, the mechanism for internal management 
of the current CDCs should be improved. The goal of 
the reformed CDCs should be to focus on improving 
prevention of, detection of, and responses to infectious 
diseases and to protect public health and socioeconomic 
development from the threats of infectious diseases 
(especially EIDs).
 (i) An elite team should be created for prevention 
and control of infectious diseases, and the members 
of this elite team could be individually drawn from 
current CDCs. The current CDC can be merged into the 
Administration of Disease Prevention and Control. The 
"National Directorate General of Health and Epidemic 
Prevention" can be established at the national level; each 
province can set up bureaus of Health and Epidemic 
Prevention (just like combat zones), and each county 
or district can establish county-level sub-bureaus that 
directly answer to provincial leadership. Major cities 
such as sub-provincial cities and cities with separate 
state planning can establish agencies with personnel 
dispatched from the province (sub-bureaus).
 Hiring requirements should be improved. Quality 
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field epidemiological investigations, disinfection, 
vector control and prevention, epidemic analysis and 
assessment, emergency management, and emergency 
detection can be performed with specialists in acute 
infectious disease surveillance at their core; chemical, 
nuclear, and biological warfare units can be added. This 
elite team should fall under the direct leadership of the 
Party Central Committee or be subordinate to the armed 
police force and have military vertical management. 
This team should participate in daily efforts to achieve 
a "Healthy China" and serve society, and it should be 
supplied efficiently and nationwide after the outbreak of 
an epidemic.
 To ensure that this team is focused on infectious 
disease surveillance, outbreak detection, and rapid 
response, it must be subject to preferential policies and 
have more authority. An independent mechanism for 
performance evaluation should be created, and the staff's 
performance should not be evaluated based on areas, 
papers, or income generated to encourage staff members 
to improve their ability to identify and solve problems 
in practice. On March 23, 2023, the General Office of 
the Central Committee of the Communist Party and the 
General Office of the State Council published opinions 
on further improving the medical and health care system. 
During the handling of outbreaks or pandemics, laws and 
regulations should give CDCs the administrative right 
to announce epidemics, to quarantine epidemic sites 
and areas, and to isolate patients and contacts. Laws and 
regulations should authorize public health physicians to 
treat, investigate, and deal with infectious diseases.
 (ii) National and provincial preventive medicine 
research needs to be enhanced. Since the COVID-19 
pandemic began, the National CDC has made great 
achievements in virus sequencing, isolation, and 
elucidation of disease transmission dynamics. However, 
applied research on epidemic analysis and assessment, 
decision-making, and handling are still inadequate.
 More quality research projects in preventive 
medicine should be implemented at the national and 
provincial levels to improve CDCs' ability to rapidly 
detect pathogens, to screen diagnostic reagents, and 
to develop vaccines and to provide technical support 
to control infectious diseases. In 2021, the Zhejiang 
Provincial CDC and Hangzhou Medical College jointly 
established a school of public health (17). Since 2022, a 
course on "Prevention and Control of Infectious Disease" 
has been offered to undergraduates and a course on 
"Field Epidemiology" has been offered to graduate 
students. This is a significant reform, introducing the 
latest developments and infectious disease prevention 
and control practices in university.
 (iii) Surveillance and studies on chronic diseases, 
nutrition, and mental health, and related health education 
can be conducted by hospitals and colleges. General 
testing can be left to third-party agencies. Public 
education about science can also be left to third-party 

agencies and colleges. 
 Infectious diseases will present a significant 
worldwide threat for a long time in the future. To protect 
the public from infectious diseases, the system of CDCs 
should lead the way and stand at the forefront of the 
clinical medical system. Qualitative improvements 
should be implemented to reform the system of CDCs. 
The public is looking for an effective and long-term 
multisectoral mechanism to jointly respond to infectious 
diseases that can be implemented soon.
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Emerging infectious diseases never end: The fight continues
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For 12,000 years, ever since human hunter-gatherers 
settled in villages to domesticate animals and cultivate 
crops, emerging diseases like the "Black Death" (1340s, 
~50 million deaths), "Spanish influenza" (1918, ~50 
million deaths), and H1N1 "swine flu" (2009, 284,000 
deaths) have been threatening human beings and have 
killed substantial proportions of the population (1). 
Over the past 40 years, constantly emerging and re-
emerging infectious diseases have been found almost 
every year, such as acquired immune deficiency 
syndrome (AIDS, a sexually transmitted disease), 
severe acute respiratory syndrome (SARS, a respiratory 
disease), H1N1 "swine" influenza (a respiratory 
disease), Middle East respiratory syndrome (MERS, 
a respiratory disease), and Zika fever (mosquito-
borne disease) (1,2). The ongoing coronavirus disease 
2019 (COVID-19) pandemic caused by severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2) in 
particular has led to unprecedented challenges to public 
health and devastating economic losses (3). As of 3 
May, 2023, SARS-CoV-2 has accounted for more than 
765 million infections and 6.9 million deaths globally 
(https://covid19.who.int/). Based on the decrease in 
COVID-19 deaths, the decline in COVID-19 related 
hospitalizations and intensive care unit admissions, 
and the high levels of population immunity to SARS-
CoV-2, the World Health Organization (WHO) declared 
that COVID-19 is now an established and ongoing 
health issue that no longer constitutes a public health 
emergency of international concern (PHEIC) on May 

5, 2023 (4). However, RNA viruses are inherently 
genetically unstable which allows their rapid evolution, 
resulting in the predominance of new variants of 
SARS-CoV-2 with a higher capacity for immune 
evasion and transmissibility (5). Moreover, the zoonotic 
characteristics of SARS-CoV-2 increase the risk of 
virus spread and mutation (6). 
 Studies have indicated that the spike (the main 
target of neutralizing antibodies) protein of SARS-
CoV-2 is evolving at twice the rate of a similar protein 
in seasonal influenza and about ten times as quickly 
as "seasonal" coronaviruses (7). A variety of evidence 
has also shown that newly emerging variants are better 
able to evade vaccine-induced, infection-induced, or 
'hybrid' immunity and that the protection provided by 
vaccination was short-lasting (8,9). Therefore, scientists 
believe that the combination of rapid mutation and 
short-lived human immunity will result in SARS-CoV-2 
circulating in mini-waves rather than seasonal surges 
in the future, so explosive, hospital-filling COVID-19 
waves are unlikely to return (7). China has experienced 
one wave dominated by BA.5.2 and BF.7 variants 
following the adjustment of prevention and control 
policies in December, 2022 (10). As studies have shown 
that XBB related variants possessed strong antibody 
escape against breakthrough infections with previous 
variants including BA.5 and BF.7 (11-13), it seems that 
the second wave dominated by XBB related variants 
is ongoing according to the data from our hospital 
(Figure 1) and GISAID database (https://www.gisaid.
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Emerging infectious diseases have accompanied the development of human society while causing 
great harm to humans, and SARS-CoV-2 was only one in the long list of microbial threats. Many 
viruses have existed in their natural reservoirs for a very long time, and the spillover of viruses 
from natural hosts to humans via interspecies transmission serves as the main source of emerging 
infectious diseases. Widely existing viruses capable of utilizing human receptors to infect human 
cells in animals signal the possible outbreak of another viral infection in the near future. Extensive 
and close collaborative surveillance across nations, more effective wildlife trade legislation, and 
robust investment into applied and basic research will help to combat the possible pandemics of new 
emerging infectious diseases in the future.
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org/). Undoubtedly, the elderly and individuals with an 
immune deficiency or underlying medical condition 
should be the focus of the medical system, and more 
effective vaccines and oral antivirals still serve as key 
weapons in the battle against SARS-CoV-2 (14). 
 Interspecies transmission plays a key role in the 
emergence of new human infectious diseases like human 
coronavirus infections and human avian influenza virus 
(AIV) infection (Figure 2) (15,16). Coronaviruses, for 
example, are characterized by a higher rate of mutation 
and recombination than other viruses, facilitating host 
adaptability and interspecies transmission (17). Notably, 
all known human coronaviruses are believed to be 
zoonotic pathogens that crossed the species barriers 
to infect humans based on current sequence databases 
(5,15). SARS-CoV, MERS-CoV, HCoV-NL63, and 
HCoV-229E are considered to have originated in bats and 
HCoV-OC43 and HKU1 in rodents (5,15,18). Although 
the accurate reservoir of SARS-CoV-2 has not yet been 
determined, there is no doubt of its zoonotic origins via 
the wildlife trade (19,20). Many coronaviruses that are 
capable of utilizing human receptors to infect human 
cells were found to circulate in bats and pangolins 
during the last decades, such as SARS-CoV, MERS-
CoV and SARS-CoV-2 related coronavirus (21-28). 
These coronaviruses are potentially likely to spilled 
over from an intermediate host, and domestic animals 
in particular, into human beings (29). A novel HKU2-
related bat coronavirus named swine acute diarrhea 
syndrome coronavirus (SADS-CoV) that has been found 
to infect human cells emerged in Guangdong Province, 
China in 2016, causing large-scale mortality in piglets on 
several farms (30,31). Recently, human infections with 
a novel recombinant canine coronavirus were found in 
East Malaysia and Haiti (32,33). These findings signal 
the possible outbreak of another coronavirus in the near 
future.
 Many viruses have existed in their natural reservoirs 

for a very long time and the spillover of viruses from 
natural hosts to humans and other animals serves as the 
main source of emerging infectious diseases (Figure 
2) (1,5,34). The spread of infectious diseases is not 
limited by geographic boundaries, so extensive and 
close collaborative surveillance among nations will be 
crucial to the prevention and control of future pandemics 
(2). The identification of key reservoir species could 
enable targeted prophylactic cross-species vaccination 
campaigns or intervention strategies to minimize contact 
between natural reservoirs and humans (28,35). Over 
the past three decades, most new human pathogens 
with substantial impacts on human health or economics 
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Figure 1. Dynamics of SARS-CoV-2 infections (blue line) and reinfections (red line) in patients diagnosed at Shenzhen Third people’s 
hospital during Dec 13, 2022 and May 31, 2023.

Figure 2. Typical cycle of interspecies transmission and possible 
countermeasures. Mutation and recombination of viruses during their 
circulation in natural hosts enable host adaptability and interspecies 
transmission via an intermediate host or direct contact. Extensive 
and close collaborative surveillance, cross-species vaccination, and 
management of animal-human interface are important countermeasures 
against interspecies transmission.
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Y, Gao GF. Epidemiology, Genetic Recombination, and 
Pathogenesis of Coronaviruses. Trends Microbiol. 2016; 
24:490-502.

19. Pekar JE, Magee A, Parker E, et al. The molecular 
epidemiology of multiple zoonotic origins of SARS-
CoV-2. Science. 2022; 377:960-966.

20. Garry RF. The evidence remains clear: SARS-CoV-2 
emerged via the wildlife trade. Proc Natl Acad Sci U S A. 
2022; 119:e2214427119.

21. Lau SK, Woo PC, Li KS, Huang Y, Tsoi HW, Wong 
BH, Wong SS, Leung SY, Chan KH, Yuen KY. Severe 
acute respiratory syndrome coronavirus-like virus in 
Chinese horseshoe bats. Proc Natl Acad Sci U S A. 2005; 
102:14040-14045.

22. Li W, Shi Z, Yu M, et al. Bats are natural reservoirs of 
SARS-like coronaviruses. Science. 2005; 310:676-679.

23. G e X Y, L i J L , Ya n g X L , e t a l . I s o l a t i o n a n d 
characterization of a bat SARS-like coronavirus that uses 
the ACE2 receptor. Nature. 2013; 503:535-538.

24. Lau SKP, Fan RYY, Zhu L, et al. Isolation of MERS-
related coronavirus from lesser bamboo bats that uses 
DPP4 and infects human-DPP4-transgenic mice. Nat 
Commun. 2021; 12:216.

25. Xiong Q, Cao L, Ma C, et al. Close relatives of MERS-
CoV in bats use ACE2 as their functional receptors. 
Nature. 2022; 612:748-757.

26. Chen J, Yang X, Si H, et al. A bat MERS-like coronavirus 
circulates in pangolins and utilizes human DPP4 and host 
proteases for cell entry. Cell. 2023; 186:850-863.e816.

27. Lam TT, Jia N, Zhang YW, et al. Identifying SARS-CoV-
2-related coronaviruses in Malayan pangolins. Nature. 
2020; 583:282-285.

28. Letko M, Seifert SN, Olival KJ, Plowright RK, Munster 
VJ. Bat-borne virus diversity, spillover and emergence. 
Nat Rev Microbiol. 2020; 18:461-471.

29. Temmam S, Vongphayloth K, Baquero E, et al. Bat 
coronaviruses related to SARS-CoV-2 and infectious for 
human cells. Nature. 2022; 604:330-336.

have originated in wildlife, so enactment of legislation 
effectively addressing the wildlife trade, protection of 
habitats, and reduction of the wildlife-livestock-human 
interface is another effective way to prevent future 
zoonoses (36,37). Basic science has brought us many 
life-saving drugs, vaccines, and diagnostics as it did 
during the COVID-19 pandemic (38). Therefore, robust 
investment into applied and basic research on virus 
pathogenesis, interspecies transmission, vaccines, and 
antivirals is needed to combat possible pandemics of new 
emerging infectious diseases in the future.
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patient's and any other individual's privacy. Please instead describe the 
information clearly in the Methods (patient consent) section of your 
manuscript while retaining copies of the signed forms in the event they 
should be needed. Authors should also state that the study conformed 
to the provisions of the Declaration of Helsinki (as revised in 2013, 
https://wma.net/what-we-do/medical-ethics/declaration-of-helsinki). 
When reporting experiments on animals, authors should indicate 
whether the institutional and national guide for the care and use of 
laboratory animals was followed.

Reporting Clinical Trials: The ICMJE (https:// icmje.org/
recommendations/browse/publishing-and-editorial-issues/clinical-
trial-registration.html) defines a clinical trial as any research 
project that prospectively assigns people or a group of people to 
an intervention, with or without concurrent comparison or control 
groups, to study the relationship between a health-related intervention 
and a health outcome. Registration of clinical trials in a public trial 
registry at or before the time of first patient enrollment is a condition 
of consideration for publication in BioScience Trends, and the trial 
registration number will be published at the end of the Abstract. 
The registry must be independent of for-profit interest and publicly 
accessible. Reports of trials must conform to CONSORT 2010 
guidelines (https://consort-statement.org/consort-2010). Articles 
reporting the results of randomized trials must include the CONSORT 
flow diagram showing the progress of patients throughout the trial.

Conflict of Interest: All authors are required to disclose any actual or 
potential conflict of interest including financial interests or relationships 
with other people or organizations that might raise questions of bias 
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in the work reported. If no conflict of interest exists for each author, 
please state "There is no conflict of interest to disclose".

Submission Declaration: When a manuscript is considered for 
submission to BioScience Trends, the authors should confirm that 1) no 
part of this manuscript is currently under consideration for publication 
elsewhere; 2) this manuscript does not contain the same information 
in whole or in part as manuscripts that have been published, accepted, 
or are under review elsewhere, except in the form of an abstract, a 
letter to the editor, or part of a published lecture or academic thesis; 
3) authorization for publication has been obtained from the authors' 
employer or institution; and 4) all contributing authors have agreed to 
submit this manuscript.

Initial Editorial Check: Immediately after submission, the journal's 
managing editor will perform an initial check of the manuscript. A 
suitable academic editor will be notified of the submission and invited 
to check the manuscript and recommend reviewers. Academic editors 
will check for plagiarism and duplicate publication at this stage. The 
journal has a formal recusal process in place to help manage potential 
conflicts of interest of editors. In the event that an editor has a conflict 
of interest with a submitted manuscript or with the authors, the 
manuscript, review, and editorial decisions are managed by another 
designated editor without a conflict of interest related to the manuscript. 

Peer Review: BioScience Trends operates a single-anonymized review 
process, which means that reviewers know the names of the authors, 
but the authors do not know who reviewed their manuscript. All articles 
are evaluated objectively based on academic content. External peer 
review of research articles is performed by at least two reviewers, and 
sometimes the opinions of more reviewers are sought. Peer reviewers 
are selected based on their expertise and ability to provide quality, 
constructive, and fair reviews. For research manuscripts, the editors may, 
in addition, seek the opinion of a statistical reviewer. Every reviewer is 
expected to evaluate the manuscript in a timely, transparent, and ethical 
manner, following the COPE guidelines (https://publicationethics.
org/files/cope-ethical-guidelines-peer-reviewers-v2_0.pdf). We ask 
authors for sufficient revisions (with a second round of peer review, 
when necessary) before a final decision is made. Consideration for 
publication is based on the article's originality, novelty, and scientific 
soundness, and the appropriateness of its analysis. 

Suggested Reviewers: A list of up to 3 reviewers who are qualified 
to assess the scientific merit of the study is welcomed. Reviewer 
information including names, affiliations, addresses, and e-mail 
should be provided at the same time the manuscript is submitted 
online. Please do not suggest reviewers with known conflicts of 
interest, including participants or anyone with a stake in the proposed 
research; anyone from the same institution; former students, advisors, 
or research collaborators (within the last three years); or close personal 
contacts. Please note that the Editor-in-Chief may accept one or more 
of the proposed reviewers or may request a review by other qualified 
persons.

Language Editing: Manuscripts prepared by authors whose native 
language is not English should have their work proofread by a native 
English speaker before submission. If not, this might delay the 
publication of your manuscript in BioScience Trends.
 The Editing Support Organization can provide English 
proofreading, Japanese-English translation, and Chinese-English 
translation services to authors who want to publish in BioScience 
Trends and need assistance before submitting a manuscript. Authors 
can visit this organization directly at https://www.iacmhr.com/iac-
eso/support.php?lang=en. IAC-ESO was established to facilitate 
manuscript preparation by researchers whose native language is not 
English and to help edit works intended for international academic 
journals.

Copyright and Reuse: Before a manuscript is accepted for 
publication in BioScience Trends, authors will be asked to sign a 
transfer of copyright agreement, which recognizes the common 

interest that both the journal and author(s) have in the protection of 
copyright. We accept that some authors (e.g., government employees 
in some countries) are unable to transfer copyright. A JOURNAL 
PUBLISHING AGREEMENT (JPA) form will be e-mailed to the 
authors by the Editorial Office and must be returned by the authors 
by mail, fax, or as a scan. Only forms with a hand-written signature 
from the corresponding author are accepted. This copyright will ensure 
the widest possible dissemination of information. Please note that the 
manuscript will not proceed to the next step in publication until the JPA 
Form is received. In addition, if excerpts from other copyrighted works 
are included, the author(s) must obtain written permission from the 
copyright owners and credit the source(s) in the article. 

4. Cover Letter

The manuscript must be accompanied by a cover letter prepared by 
the corresponding author on behalf of all authors. The letter should 
indicate the basic findings of the work and their significance. The letter 
should also include a statement affirming that all authors concur with 
the submission and that the material submitted for publication has not 
been published previously or is not under consideration for publication 
elsewhere. The cover letter should be submitted in PDF format. For an 
example of Cover Letter, please visit: https://www.biosciencetrends.
com/downcentre (Download Centre).

5. Submission Checklist

The Submission Checklist should be submitted when submitting 
a manuscript through the Online Submission System. Please visit 
Download Centre (https://www.biosciencetrends.com/downcentre) and 
download the Submission Checklist file. We recommend that authors 
use this checklist when preparing your manuscript to check that all 
the necessary information is included in your article (if applicable), 
especially with regard to Ethics Statements.

6. Manuscript Preparation

Manuscripts are suggested to be prepared in accordance with 
the "Recommendations for the Conduct, Reporting, Editing, and 
Publication of Scholarly Work in Medical Journals", as presented at 
https://www.ICMJE.org.

Manuscripts should be written in clear, grammatically correct English 
and submitted as a Microsoft Word file in a single-column format. 
Manuscripts must be paginated and typed in 12-point Times New 
Roman font with 24-point line spacing. Please do not embed figures 
in the text. Abbreviations should be used as little as possible and 
should be explained at first mention unless the term is a well-known 
abbreviation (e.g. DNA). Single words should not be abbreviated.

Title page: The title page must include 1) the title of the paper (Please 
note the title should be short, informative, and contain the major key 
words); 2) full name(s) and affiliation(s) of the author(s), 3) abbreviated 
names of the author(s), 4) full name, mailing address, telephone/fax 
numbers, and e-mail address of the corresponding author; 5) author 
contribution statements to specify the individual contributions of all 
authors to this manuscript, and 6) conflicts of interest (if you have an 
actual or potential conflict of interest to disclose, it must be included as 
a footnote on the title page of the manuscript; if no conflict of interest 
exists for each author, please state "There is no conflict of interest to 
disclose").

Abstract: The abstract should briefly state the purpose of the study, 
methods, main findings, and conclusions. For articles that are Original 
Articles, Brief Reports, Reviews, or Policy Forum articles, a one-
paragraph abstract consisting of no more than 250 words must be 
included in the manuscript. For Communications, Editorials, News, 
or Letters, a brief summary of main content in 150 words or fewer 
should be included in the manuscript. For articles reporting clinical 
trials, the trial registration number should be stated at the end of the 
Abstract. Abbreviations must be kept to a minimum and non-standard 
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Shalev AY. Post-traumatic stress disorder: Diagnosis, history and life 
course. In: Post-traumatic Stress Disorder, Diagnosis, Management 
and Treatment (Nutt DJ, Davidson JR, Zohar J, eds.). Martin Dunitz, 
London, UK, 2000; pp. 1-15.

Example 4 (Sample web page reference):

World Health Organization. The World Health Report 2008 – primary 
health care: Now more than ever. http://www.who.int/whr/2008/whr08_
en.pdf (accessed September 23, 2022).

Tables: All tables should be prepared in Microsoft Word or Excel and 
should be arranged at the end of the manuscript after the References 
section. Please note that tables should not in image format. All tables 
should have a concise title and should be numbered consecutively with 
Arabic numerals. If necessary, additional information should be given 
below the table.

Figure Legend: The figure legend should be typed on a separate 
page of the main manuscript and should include a short title and 
explanation. The legend should be concise but comprehensive and 
should be understood without referring to the text. Symbols used 
in figures must be explained. Any individually labeled figure parts 
or panels (A, B, etc.) should be specifically described by part name 
within the legend.

Figure Preparation: All figures should be clear and cited in numerical 
order in the text. Figures must fit a one- or two-column format on the 
journal page: 8.3 cm (3.3 in.) wide for a single column, 17.3 cm (6.8 
in.) wide for a double column; maximum height: 24.0 cm (9.5 in.). 
Please make sure that the symbols and numbers appeared in the figures 
should be clear. Please make sure that artwork files are in an acceptable 
format (TIFF or JPEG) at minimum resolution (600 dpi for illustrations, 
graphs, and annotated artwork, and 300 dpi for micrographs and 
photographs). Please provide all figures as separate files. Please note 
that low-resolution images are one of the leading causes of article 
resubmission and schedule delays.

Units and Symbols: Units and symbols conforming to the International 
System of Units (SI) should be used for physicochemical quantities. 
Solidus notation (e.g. mg/kg, mg/mL, mol/mm2/min) should be used. 
Please refer to the SI Guide www.bipm.org/en/si/ for standard units.

Supplemental data: Supplemental data might be useful for supporting 
and enhancing your scientific research and BioScience Trends accepts 
the submission of these materials which will be only published online 
alongside the electronic version of your article. Supplemental files 
(figures, tables, and other text materials) should be prepared according 
to the above guidelines, numbered in Arabic numerals (e.g., Figure 
S1, Figure S2, and Table S1, Table S2) and referred to in the text. All 
figures and tables should have titles and legends. All figure legends, 
tables and supplemental text materials should be placed at the end of 
the paper. Please note all of these supplemental data should be provided 
at the time of initial submission and note that the editors reserve the 
right to limit the size and length of Supplemental Data.

5. Submission Checklist

The Submission Checklist will be useful during the final checking of a 
manuscript prior to sending it to BioScience Trends for review. Please 
visit Download Centre and download the Submission Checklist file.

6. Online Submission

Manuscripts should be submitted to BioScience Trends online at 
https://www.biosciencetrends.com/login. Receipt of your manuscripts 
submitted online will be acknowledged by an e-mail from Editorial 
Office containing a reference number, which should be used in all 
future communications. If for any reason you are unable to submit a 
file online, please contact the Editorial Office by e-mail at office@
biosciencetrends.com

abbreviations explained in brackets at first mention. References should 
be avoided in the abstract. Three to six key words or phrases that do not 
occur in the title should be included in the Abstract page.

Introduction: The introduction should provide sufficient background 
information to make the article intelligible to readers in other 
disciplines and sufficient context clarifying the significance of the 
experimental findings

Materials/Patients and Methods: The description should be brief but 
with sufficient detail to enable others to reproduce the experiments. 
Procedures that have been published previously should not be described 
in detail but appropriate references should simply be cited. Only new 
and significant modifications of previously published procedures 
require complete description. Names of products and manufacturers 
with their locations (city and state/country) should be given and sources 
of animals and cell lines should always be indicated. All clinical 
investigations must have been conducted in accordance Materials/
Patients and Methods.

Results: The description of the experimental results should be succinct 
but in sufficient detail to allow the experiments to be analyzed and 
interpreted by an independent reader. If necessary, subheadings may 
be used for an orderly presentation. All Figures and Tables should be 
referred to in the text in order, including those in the Supplementary 
Data. 

Discussion: The data should be interpreted concisely without repeating 
material already presented in the Results section. Speculation is 
permissible, but it must be well-founded, and discussion of the wider 
implications of the findings is encouraged. Conclusions derived from 
the study should be included in this section.

Acknowledgments: All funding sources (including grant identification) 
should be credited in the Acknowledgments section. Authors should 
also describe the role of the study sponsor(s), if any, in study design; 
in the collection, analysis, and interpretation of data; in the writing of 
the report; and in the decision to submit the paper for publication. If the 
funding source had no such involvement, the authors should so state.
 In addition, people who contributed to the work but who do 
not meet the criteria for authors should be listed along with their 
contributions.

References: References should be numbered in the order in which 
they appear in the text. Citing of unpublished results, personal 
communications, conference abstracts, and theses in the reference 
list is not recommended but these sources may be mentioned in the 
text. In the reference list, cite the names of all authors when there are 
fifteen or fewer authors; if there are sixteen or more authors, list the 
first three followed by et al. Names of journals should be abbreviated 
in the style used in PubMed. Authors are responsible for the accuracy 
of the references. The EndNote Style of BioScience Trends could 
be downloaded at EndNote (https://ircabssagroup.com/examples/
BioScience_Trends.ens).

Examples are given below:

Example 1 (Sample journal reference):

Inagaki Y, Tang W, Zhang L, Du GH, Xu WF, Kokudo N. Novel 
aminopeptidase N (APN/CD13) inhibitor 24F can suppress invasion of 
hepatocellular carcinoma cells as well as angiogenesis. Biosci Trends. 
2010; 4:56-60.

Example 2 (Sample journal reference with more than 15 authors):

Darby S, Hill D, Auvinen A, et al. Radon in homes and risk of lung 
cancer: Collaborative analysis of individual data from 13 European 
case-control studies. BMJ. 2005; 330:223.

Example 3 (Sample book reference):
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8. Accepted Manuscripts

Page Charge: Page charges will be levied on all manuscripts accepted 
for publication in BioScience Trends (Original Articles / Brief Reports 
/ Reviews / Policy Forum / Communications: $140 per page for black 
white pages, $340 per page for color pages; News / Letters: a total cost 
of $600). Under exceptional circumstances, the author(s) may apply to 
the editorial office for a waiver of the publication charges by stating the 
reason in the Cover Letter when the manuscript online.

Misconduct: BioScience Trends takes seriously all allegations of 
potential misconduct and adhere to the ICMJE Guideline (https://icmje.
org/recommendations) and COPE Guideline (https://publicationethics.
org/files/Code_of_conduct_for_journal_editors.pdf). In cases of 

suspected research or publication misconduct, it may be necessary for 
the Editor or Publisher to contact and share submission details with 
third parties including authors' institutions and ethics committees. The 
corrections, retractions, or editorial expressions of concern will be 
performed in line with above guidelines.

(As of December 2022)

BioScience Trends
Editorial and Head Office

Pearl City Koishikawa 603,
2-4-5 Kasuga, Bunkyo-ku,

Tokyo 112-0003, Japan.
E-mail: office@biosciencetrends.com
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